


Abstract
The demand for Augmented Reality or other self-localizing computer vision applica-
tions is increasing. This implies an expansion also in the variety of usage locations
which calls for higher standard visual descriptors that can be used in outdoor en-
vironments. The characteristics of these sceneries require more robustness and
invariance additionally of repeatability from these visual features. The descriptors
need to be invariant to light condition, and transformation changes likewise to give
support for efficient classification. This research demonstrates that the use of spe-
cifically designed visual descriptors is an effective way to optimize and make more
robust the outdoor Augmented Reality applications.

To achieve this, this work proposes a new self-adjusting framework based
on genetic algorithms and a machine learning module to create and optimize ex-
tensible modular descriptors for specific outdoor environments. The algorithm gen-
erates descriptors, improves their efficiency and trains them for classification. It
controls the image preparation and machine learning parameters and also optim-
izes the descriptor size through managing the active member modules and values.
To show the strength of the descriptor, we compared with the most used standard
descriptors—on speed, accuracy, and invariance to light condition, image resolution
changes, affine transformation, scale and rotation—and the results show that it has
the best classification results.

The final part of this work integrates the newly designed descriptor with a
trained Random Forest module into the Parallel Tracking And Mapping system. This
approach is able to classify into semantic groups and remove the unnecessary the
detected keypoints in real time.

(Key words: computer vision, image processing, augmented reality, visual descriptors,
machine learning, random forest, genetic algorithm)
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Resumen
La demanda de aplicaciones de Realidad Aumentada y de otras aplicaciones de
auto-localización por medio de visión por computadora ha aumentado significativa-
mente en años recientes, esto implica al mismo tiempo una expansión en la var-
iedad de lugares donde pueden emplearse, lo cual demanda mayores estándares
de descriptores visuales que puedan usarse en ambientes exteriores. Las caracter-
ísticas de estos escenarios requieren mayor robustez e invariancia adicionalmente
a la repetibilidad de las características visuales, los descriptores necesitan ser in-
variantes a las condiciones de iluminación y a cambios de transformación para dar
soporte a una clasificación eficiente. En esta investigación se demuestra el uso de
descriptores visuales específicamente diseñados son un medio efectivo para optim-
izar e incrementar la robustez de las aplicaciones de realidad aumentada en exteri-
ores. Para lograrlo, en este trabajo se propone un nuevo método de auto-ajuste
basado en el uso de algoritmos genéticos y un módulo de máquina de aprendizaje
para crear y optimizar un descriptor modular extensible para un ambiente exterior
específico. El algoritmo genera descriptores, mejora su eficiencia y los entrena para
tareas de clasificación, el algoritmo controla la preparación de la imagen y los pará-
metros de la máquina de aprendizaje y al mismo tiempo optimiza el tamaño del
descriptor a través de los miembros de los módulos activos y sus valores . Para de-
mostrar el desempeño del descriptor, se compara con los descriptores estándares
más conocidos en términos de: velocidad, exactitud, invariancia a las condiciones
de iluminación, cambios de resolución de la imagen, transformaciones afines, es-
cala y rotación, y el resultado muestra que el método propuesto obtiene los mejores
resultados en la clasificación.

En la parte final del presente trabajo se integra en nuevo descriptor desarrol-
lado con un modulo de bosques aleatorios en un sistema de seguimiento y mapeo
paralelo (PTAM), de esta manera se es capaz de clasificar en grupos semánticos y
remover los puntos clave detectados en tiempo real.

(Palbras claves: vision artificial, procesamiento de imágenes, realidad aumentada,
descriptores, aprendizaje de máquinas, bosque aleatorio, algoritmo genético)

ii



To Amanda for her patience and tireless support.

iii



Acknowledgement
First and foremost I would like to thank my supervisor, Dr. Edgar Rivas Ara-

iza, for his tireless support and endless proof-reading. Thank you to the Synode
members for their help and observations.

My research was funded by the Consejo Nacional de Ciencia y Tecnología
(grant 340519), and I am grateful to Universidad Autnóma de Quértaro for its facilities
and support.

Throughout this work I have enjoyed the unfailing support of my family, and in
particular from Amanda who has provided continual patience, support and encour-
agement.

iv



Table of Contents
Page

Abstract. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i

Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii

Acknowledgement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

List of Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xviii

I. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

I.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

I.1.1 Augmented Reality . . . . . . . . . . . . . . . . . . . . . . . . . 1

I.1.2 Simultaneous Localization And Mapping . . . . . . . . . . . . . 3

I.1.3 Descriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

I.1.4 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . 5

I.1.5 Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 6

I.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

I.3 Justification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

I.4 Hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

I.5 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

v



I.5.1 General Objective . . . . . . . . . . . . . . . . . . . . . . . . . 8

I.5.2 Particular Objectives . . . . . . . . . . . . . . . . . . . . . . . . 8

I.6 Layout of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

II. LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

II.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

II.2 Research Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

II.3 Augmented Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

II.3.1 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

II.3.2 Display . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

II.3.3 AR Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

II.3.4 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

II.4 Simultaneous Localization And Mapping . . . . . . . . . . . . . . . . . 24

II.5 Descriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

II.5.1 Size Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

II.5.2 Invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

II.6 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

II.7 Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

III. THEORETICAL FRAMEWORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

III.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

III.2 Augmented Reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

III.2.1 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

III.2.2 Registration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

vi



III.3 Simultaneous Localization And Mapping . . . . . . . . . . . . . . . . . 46

III.3.1 Parallel Tracking And Mapping . . . . . . . . . . . . . . . . . . 46

III.4 Mathematics behind the application . . . . . . . . . . . . . . . . . . . . 50

III.4.1 Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . 51

III.4.2 Invariant features . . . . . . . . . . . . . . . . . . . . . . . . . . 60

III.4.3 Light condition modelling . . . . . . . . . . . . . . . . . . . . . . 64

III.4.4 Distance Transform . . . . . . . . . . . . . . . . . . . . . . . . . 65

III.4.5 Distance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 65

III.4.6 Descriptor comparison techniques . . . . . . . . . . . . . . . . 66

III.4.7 Descriptor performance evaluation . . . . . . . . . . . . . . . . 67

III.4.8 Camera base tracking parameters . . . . . . . . . . . . . . . . 69

III.5 FAST: Features from Accelerated Segment Test . . . . . . . . . . . . . 75

III.6 Descriptor extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

III.6.1 Scale Invariant Feature Transform (SIFT) . . . . . . . . . . . . 77

III.6.2 Speeded-Up Robust Features (SURF) . . . . . . . . . . . . . . 80

III.6.3 Opponent SIFT . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

III.6.4 Opponent SURF . . . . . . . . . . . . . . . . . . . . . . . . . . 80

III.7 Random Forest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

III.8 Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

III.8.1 Initial Population . . . . . . . . . . . . . . . . . . . . . . . . . . 82

III.8.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

III.8.3 Genetic Operators . . . . . . . . . . . . . . . . . . . . . . . . . 83

vii



III.8.4 Fitness function . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

IV. METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

IV.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

IV.2 System’s characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . 87

IV.2.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

IV.2.2 Libraries and equipment . . . . . . . . . . . . . . . . . . . . . . 89

IV.3 Phase 1: Environment Dedicated Descriptor (EDD) . . . . . . . . . . . 89

IV.3.1 EDD setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

IV.3.2 Evaluation process . . . . . . . . . . . . . . . . . . . . . . . . . 90

IV.4 Phase 2: Genetic Optimization framework . . . . . . . . . . . . . . . . 91

IV.4.1 Preprocessing stage . . . . . . . . . . . . . . . . . . . . . . . . 92

IV.4.2 Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . 94

IV.4.3 Module bank and activation . . . . . . . . . . . . . . . . . . . . 94

IV.4.4 Objective function . . . . . . . . . . . . . . . . . . . . . . . . . . 97

IV.5 Evaluation and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 98

IV.6 Fitting of the algorithm into PTAM . . . . . . . . . . . . . . . . . . . . . 99

V. RESULTS & DISCUSSION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

V.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

V.1.1 EDD results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

V.1.2 Modular Descriptor . . . . . . . . . . . . . . . . . . . . . . . . . 103

V.1.3 PTAM implementation . . . . . . . . . . . . . . . . . . . . . . . 114

V.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

viii



Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

APPENDIX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

ix



List of Tables
Tables Page

2.1 Characteristics of visual AR displays . . . . . . . . . . . . . . . . . . . 18

2.2 Summary of local float type feature descriptors. . . . . . . . . . . . . . 29

2.3 Summary of local bit type feature descriptors. . . . . . . . . . . . . . . 30

2.4 Variations to which each color-invariant feature is invariant . . . . . . . 31

2.5 Definition of labels for the color-invariant features (CIF) used in Table
2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1 Comparison of common tracking technologies. Range: size of the
region that can be tracked within. Setup: amount of time for instru-
mentation and calibration. Precision: granularity of a single output
position. Time: duration for which useful tracking data is returned (be-
fore it drifts too much). Environment: where the tracker can be used,
indoors or outdoors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

5.1 EDD evaluation results - Average true positives at the Brighton scene.(%)102

5.2 EDD evaluation results - Average true positives with 100 images.(%) . 102

5.3 Optimized module genomes. . . . . . . . . . . . . . . . . . . . . . . . 104

5.4 Optimized module genomes. . . . . . . . . . . . . . . . . . . . . . . . 105

5.5 Optimized module values. . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.6 Modular descriptor - Average true positives at the Brighton scene.(%) 107

5.7 Modular descriptor "Else" class - Classification outcomes and Meas-
urements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

x



5.8 Modular descriptor "Doors & Windows" class - Classification outcomes
and Measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.9 Modular descriptor "Roof" class - Classification outcomes and Meas-
urements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.10 Modular descriptor "Wall" class - Classification outcomes and Meas-
urements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

xi



List of Figures
Figures Page

1.1 Simplified representation of Virtual Reality continuum . . . . . . . . . . 1

2.1 Human Computer Interaction styles . . . . . . . . . . . . . . . . . . . . 13

2.2 Source of system delay and possible solution . . . . . . . . . . . . . . 14

2.3 Sutherland’s sword of Damocles . . . . . . . . . . . . . . . . . . . . . 15

2.4 Touring Machine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.5 ARToolKit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.6 Display Taxonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1 Schemes based on the real world and camera relation: (a) World fixed
AR, (b) Camera fixed AR . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 Display locations: (a) Head attached display, (b) Body attached dis-
play, (c) Spatial display . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 HMD schemes: (a) The Video see-through, (b) Optical see-trough . . 38

3.4 The Head Mounted Projective Display (HMPD) scheme . . . . . . . . 39

3.5 Vision only tracking system overview . . . . . . . . . . . . . . . . . . . 43

3.6 Distributed Tracking System overview . . . . . . . . . . . . . . . . . . 45

3.7 Tracked point overlaid on image . . . . . . . . . . . . . . . . . . . . . . 48

3.8 Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.9 Map points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

xii



3.10 Adaptive Height-Modified Histogram Equalization . . . . . . . . . . . . 56

3.11 Light changes: (a) original image, (b) intensity change (a=3), (c) light
color change (3800K), (d) color shift (o1=100) . . . . . . . . . . . . . . 65

3.12 Results of the Canny edge detection and the distance transfer . . . . . 66

3.13 Confusion Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.14 Confusion Matrix 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.15 Pinhole camera model . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.16 Radial distortion cases . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.17 FAST Feature detection in an image patch . . . . . . . . . . . . . . . . 75

3.18 Gaussian Pyramid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.19 Detection of maxima and minima . . . . . . . . . . . . . . . . . . . . . 78

3.20 Keypoint descriptor creation from gradient magnitude and orientation . 79

3.21 Left images: Second order Gaussian partial derivative(y − (Lyy) and
xy−direction (Lxy)); Right images: Approximation for the second order
(y − (Dyy) and xy−direction (Dxy)) . . . . . . . . . . . . . . . . . . . . 80

3.22 Random Forest in function . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.23 Stochastic Universal Sampling . . . . . . . . . . . . . . . . . . . . . . 84

3.24 Single Point Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.25 Two Point Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.26 Uniform Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.1 Image Datasets: (a)-(c) Oxford, (d) TILDE, (e) Brighton . . . . . . . . 88

4.2 Descriptor extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.3 Modular Descriptor Extraction Process . . . . . . . . . . . . . . . . . . 92

xiii



4.4 Modular Descriptor Extraction Process . . . . . . . . . . . . . . . . . . 95

4.5 Average Gradient angles on the patch and sub-patches . . . . . . . . 96

4.6 Affine transformation cases in invariance evaluation: (a)-(j) Case 1-10 98

4.7 The parallel mapping and tracking thread . . . . . . . . . . . . . . . . 100

5.1 EDD results: (a) keypoint classification result, (b) segmentation result 102

5.2 EDD - Photometric Analysis results: (a) Intensity shift (with offset o1),
(b) Intensity scaling (with scalar a), (c) Illumination Color temperature
(K) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.3 Descriptor performance in time: (a) average object segmentation time,
(b) average descriptor extraction time . . . . . . . . . . . . . . . . . . 104

5.4 EDD - Transformation Invariance results: (a) Gaussian blur (kernel
size), (b) Image rotation (angle), (c) Image resize (size), (d) Affine
transformation (cases) . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.5 Modular descriptor - Transformation Invariance results: (a) Gaussian
blur (kernel size), (b) Image rotation (angle), (c) Image resize (size),
(d) Affine transformation (cases) . . . . . . . . . . . . . . . . . . . . . 107

5.6 Modular descriptor - Photometric Analysis results: (a) JPEG com-
pression (cases), (b) Light change (cases), (c) Light condition change
(Notre Dame), (d) Light condition change 2 (Mexico) . . . . . . . . . . 108

5.7 Classification Results for each Descriptor: (a) Base image, (b) Ground
truth, (c) SIFT, (d) Opponent SIFT, (e) SURF, (f) Opponent SURF, (g)
EDD, (h) Modular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.8 "Else" class classification results and Measurements . . . . . . . . . . 110

5.9 "Doors & Windows" class classification results and Measurements . . 111

5.10 "Roof" class classification results and Measurements . . . . . . . . . . 112

5.11 "Wall" class classification results and Measurements . . . . . . . . . . 113

xiv



5.12 Original PTAM environment . . . . . . . . . . . . . . . . . . . . . . . . 114

5.13 PTAM with the classified interest points and parallel map . . . . . . . . 114

xv



List of Abbreviations
π-SIFT Photometric quasi-Invariant SIFT

A-GPS Assisted Global Positioning System

ACC Accuracy

APs Access Points

AR Augmented Reality

ASIFT Affine-SIFT

AV Augmented Virtuality

BF Brute Force

BoW Bag-Of-Words

BRIEF Binary Robust Independent Elementary Features

CIE Commission Internationale de l’Éclairage

CIF Color-Invariant Features

CIF Color-Invariant Features

CSIFT Colored SIFT

CV Computer Vision

DIRD Dird is an Illumination Robust Descriptor

DOF Degrees Of Freedom

EDD Environment Dedicated Descriptor

FAST Features from Accelerated Segment Test

FLANN Fast Library for Approximate Nearest Neighbors

FN False Negative

xvi



FOV Field Of View

FP False Positive

GA Genetic Algorithm

GLOH Gradient Location and Orientation Histogram

GPS Global Positioning System

GPU Graphics Processing Unit

GUI Graphical User Interface

HCI Human-Computer Interaction

HMD Head Mounted Display

iOS iPhone OS

LIOP Local Intensity Order Pattern

LSD-SLAM Large-Scale Direct Monocular-SLAM

MAR Mobile Augmented Reality

ML Machine Learning

MR Mixed Reality

NPV Negative Prediction Value

oob out-of-bag

ORB-SLAM Oriented FAST and Rotated BRIEF-SLAM

OSID Ordinal Spatial Intensity Distribution

PC Personal Computer

PCA-SIFT Principal Components Analysis SIFT

PPV Precision or Positive Predictive Value

PTAM Parallel Tracking And Mapping

PTAMM Parallel Tracking and Multiple Mapping

xvii



SDK Software Development Kit

SeqSLAM Sequences of Places SLAM

SIFT Scale Invariant Feature Transform

SLAM Simultaneous Localization And Mapping

SMD Locally Stable Monotonic Change Invariant Feature Descriptor

SPC Specificity or True Negative Rate

SURF Speeded-Up Robust Features

TN True Negative

TP True Positive

TPR Recall or True Positive Rate

USD United States Dollar

USURF Upright Speeded Up Robust Features

VR Virtual Reality

xviii



I. INTRODUCTION

I.1. Introduction

I.1.1. Augmented Reality

Augmented Reality (AR) is part of a bigger conceptual group called Mixed
Reality (MR) (Figure 1.1). MR synthesizes real scenery with synthetic computer
generated data. The basic goal of the MR is to complement the user’s understand-
ing of and interaction with the physical world adding 3D virtual objects to the real
environment (Azuma et al., 2001). We can find two concepts on the opposite edges
of the MR continuum: Real world and Virtual Reality (VR). The real world is the phys-
ical domain, which exists without any virtual item. The VR is a scenario where all the
stimuli are computer generated and mediated via a different type of user interfaces
like Head Mounted Displays (HMD), haptic devices and 3D pointing devices among
others (Milgram et al., 1994). This field between the antipodes covers various con-
cepts categorized by the level of digital data presented. Augmented Virtuality (AV)
is a primarily digital realm mixed with imagery from the real world, and AR is mainly
real world scenery overlaid by virtual representation.

Mixed Reality (MR)

Real
Environment

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Virtual
Environment

Reality-Virtuality (RV) Continuum

Figure 1.1: Simplified representation of Virtual Reality continuum
Source: Milgram et al., 1994

The possibilities of the use of AR is continuously growing due to the latest ad-
vancements in the hardware development and computer vision research. AR have
been successfully used in medicine for data visualization(Macedo et al., 2014), in
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the industry for aircraft maintenance (De Crescenzio et al., 2011), in culture for ar-
chaeological sites (Vlahakis et al., 2002) and AR museum guides (Miyashita et al.,
2008), in education as augmented chemistry workbench (Fjeld and Voegtli, 2002),
in entertainment as haunted book (Scherrer et al., 2008) and in defence for pilot to
provide optimal flight information(Frantis, 2012). According to Weng et al. (2012) the
"AR technology can be more widely used if its display device and registration method
are carefully chosen, and specifically tailored".

AR typically means computer generated graphics overlaid the user’s field-of-
view to provide extra information about the surroundings to give guidance to com-
plete a task. A basic AR application overlays key digital highlights, texts or pointers
over the real scenery to the user, for example, navigation systems in unknown envir-
onments. More advanced AR systems can render and align complex 3D objects and
animations in such a way that it appears as part of the environment, for example,
Magic LeapTMor HoloLensTM. It is possible to create x-ray vision, revealing objects or
information which hidden from the user’s view (e.g., surgery, industrial maintenance).
This information can be previously designed (e.g., construction plans to show hidden
cables) and created or acquired live (e.g., ultrasound in medicine). The virtual ob-
jects can represent "real" items (e.g., virtual chair), or can be "imaginary" (e.g., video
games).

The AR systems have the following characteristics in common (Azuma et al.,
2001):

1. Combine the real and digital objects in a real environment

2. Run interactively and in real time

3. Register or align the real and virtual objects with one another in 3D

To achieve flawless registration, the system has to track accurately the sur-
rounding environment. During the tracking, the AR systems specify their position in
3D environments from magnetic sensory information (gyroscope, Global Positioning
System (GPS), accelerometer or compass) or analysing visual information from the
video stream. The registration is crucial for the accurate alignment of real and virtual
objects. "Without accurate registration, the illusion that the virtual objects exist in the
real environment is severely compromised" (ibid.). The system fails to align the 3D
objects without flaws, if the tracking framework is not robust enough.
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As previously mentioned multiple tracking systems exist: infra-red, mechan-
ical, inertial, ultrasound, vision-based and hybrid systems. The used Tracking tech-
nology is adopted to the different operation conditions with the final goal to provide
high accuracy, low latency, low jitter and robustness (Hincapie et al., 2011). For
indoor environments, mainly vision-based systems are used combined with visual
markers in the interest area. The tracker calculates its position and rotation angles
through detecting the edges, corners and distinctive features of the marker’s im-
age. The visual tracking in outdoor scenery—where this investigation is heading—
becomes a challenging task for various reasons. Filling the landscape with markers
is impractical and unfeasible, the rapidly changing light conditions make hardly re-
cognizable an already known environment, the lack of reference points (edges and
corners) in sparse areas (e.g., plain walls) or the highly repetitive information (e.g.,
tree leaves or windows) confuses the device. Different techniques were developed
to tackle these issues. During the first years of the last decade, mainly magnetic
sensors (accelerometer, GPS, gyroscope or compass) defined the devices position
(Azuma et al., 2001). The same decade brought the development in the central pro-
cessing units (CPU). That made possible in mobile devices to do tracking using the
device’s camera feed. The camera see-through AR applications started to exploit
the visual information of the video stream using the advancements of robotics.

I.1.2. Simultaneous Localization And Mapping

The Simultaneous Localization and Mapping (SLAM) technique was developed
in robotic to resolve the errors caused by the fallible sensors and actuators. The
SLAM algorithms localize the devices’ position based on the map formed by ob-
serving the surrounding environment. "The SLAM problem is hard due to its "chicken-
egg" nature: robot should use constructed map to localize itself simultaneously with
pose usage to update the map" (Huletski et al., 2015). Over the many SLAM ap-
plication has been developed primarily for AR. The most successful among these
is the Parallel Tracking And Mapping (PTAM) by Klein and Murray (2007), which in-
spired many AR developments like PTAMM (Castle and Murray, 2009) PTAM for mo-
bile devices, with Random Forest (Guan and Wang, 2009) and collaborative PTAM
(Verbelen et al., 2012), although these applications still use greyscale images for
tracking. The recent SLAM developments like the LSD-SLAM (Engel et al., 2014)
and the ORB-SLAM (Mur-Artal et al., 2015) use monocular cameras capturing color
images. This advancement gives the potential for AR applications to exploit color
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information from the environments with their cameras. As the calculation cost is
high for outdoor AR, the applications—which localize their position from panoramic
imagery—using cloud-based calculation (Wagner et al., 2010; Ventura and Hollerer,
2011). To reduce the calculation cost is to create and optimize the feature descriptor
algorithms.

I.1.3. Descriptors

During image detection and classification, we have to describe its properties
in a unique manner. The descriptors must have invariant, reproducible and unique
properties and ought to be calculated in an efficient way. An object can be classi-
fied into a category only if its descriptor is similar to the ones in the class. For that
reason the descriptor has to have the following properties: repeatability, the resul-
ted descriptors over a keypoint of the same object from two different images has to
be identical; Invariance to scale, rotation, affine transformation, and light condition
changes; Compact in size for optimum storing and calculation.

Many surveys (Mikolajczyk and Schmid, 2005; Li and Allinson, 2008; Gauglitz
et al., 2011; Miksik and Mikolajczyk, 2012; Huang et al., 2013; Garcia-Fidalgo and
Ortiz, 2015) were published during the past years to categorize and compare the
techniques of low level image description. All these works concluded that there had
not been developed yet a descriptor that works flawlessly in all environments and
invariant to all type of image transformations. In the research literature, SIFT (Lowe,
1999) is the first robust and—according to Google Scholar, with more than 30,000
citations—the most referenced descriptor which is seen as a milestone in the devel-
opment history of local invariant feature descriptors. SIFT is still the most reliable
with high repeatability rate, despite the fact that many versions have been developed
to address one of its weakness: ASIFT (Yu and Morel, 2009) for affine invariance,
CSIFT (Abdel-Hakim and Farag, 2006) and Opponent SIFT (Van de Sande et al.,
2010) for color image description.

Recently the focus went beyond the repeatability rate addressing the calcula-
tion time, the dimensionality of the feature descriptors and the light change invariance
for outdoor use. Different approaches were used to achieve dimensionality reduction
and optimization using existing descriptors or creating new generation methods. For
example using SIFT as a base calculation method PCA-SIFT (Ke and Sukthankar,
2004) or GLOH (Mikolajczyk and Schmid, 2005) using Principal Component Analysis
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and SURF (Bay et al., 2008) by simplifying its calculation process. For color invari-
ance CSIFT (Abdel-Hakim and Farag, 2006) uses color invariant features or Oppon-
ent SIFT (Van de Sande et al., 2010) with opponent RGB color channels. π-SIFT
(Park, Park et al., 2008) uses photometric invariant features. The other category is
to create a descriptor from the root using different calculation methods. For illumin-
ation invariance, SMD (Gupta and Mittal, 2008) obtains invariance to a monotonic
change in the intensities, OSID (Tang et al., 2009) apply ordinal and spatial intensity
histogram, LIOP (Wang, Fan et al., 2011) considers the intensity order among all the
sample points.

All these descriptors derive information from the actual image with the aim of
performing in all type of environments. The resulted descriptors operate well in the
dedicated environments but achieves poorly when other factors change. As a re-
sponse DIRD (Lategahn et al., 2013) creates and optimizes an illumination invariant
descriptor for a particular environment using genetic algorithms. Their descriptor out-
performs the existing hand-crafted like USURF (Bay et al., 2008) or BRIEF (Calonder
et al., 2010), but the resulting dimension of their descriptor is still 216 which implies
a long calculation time.

Machine Learning algorithms were proposed to enhance the descriptor’s re-
cognition and segmentation rate. The descriptors discriminative abilities are based
on a probabilistic model that is learned from the incoming low-level image informa-
tion.

I.1.4. Machine Learning

Machine Learning (ML) is one of computer science’s subdomains that evolved
from the combination of pattern recognition and artificial intelligence. Such algorithms
make predictions, intelligent decisions based on the incoming data learn from the
created prediction models. Applications use machine learning algorithms in multiple
areas: data mining, optical character recognition, stock market analysis, medical
diagnosis and image segmentation among others.

To respond the increased demand of mass 3D reconstruction and modeling
in city planning—geo-applications like Google Earth or Microsoft Virtual Earth—and
in 3D GPS navigation systems automatic facade recognition techniques were de-
veloped to reduce the rebuilding time and the data storage size (Van Gool et al.,
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2007). Various recognition and segmentation techniques were developed over the
years using Machine Learning Techniques.

The "bag of keyword" method (Csurka, Dance et al., 2004)—a global image
segmentation approach—assigns the pixel-level information to high-level semantic
groups called "vocabularies" to train a multi-class classifier. This technique per-
formed better using Random Forest learning method and color descriptors (Berg
et al., 2007; Fröhlich et al., 2010; Delmerico et al., 2011).

The Random Forest (Breiman, 2001) is a high-performance discriminative
classifier, handling large set of features without having problem on high dimension-
ality (Fröhlich et al., 2010). This supervised learning method—that can learn more
than one class at a time—constructs an ensemble of recursively created random
binary decision trees during the training period.

There is a clear opportunity improve a new type descriptor with machine learn-
ing algorithms, but also optimize all of the descriptor training and creation parameters
for genetic algorithms.

I.1.5. Genetic Algorithm

The Genetic Algorithm (GA) is an effective stochastic algorithm taking as an
example of the natural selection and genetics. It has been applied in Machine Learn-
ing and optimization problems successfully (Guo et al., 2010). The algorithm cre-
ates and keep a population of fixed number of individuals (genomes) and modifies
their composition based on probability, genetic operation—Selection, Crossover and
Mutation—and evaluation function. The algorithm runs until reaches the termination
criteria, creates the last set of generation or the perfect score reaches a particular
threshold.

There has been a few application of GA used in object recognition (Sarfraz,
Mehmood-ul-Hassan et al., 2009; Behnam and Pourghassem, 2013), descriptor
optimization (Trujillo, Legrand et al., 2010) or creation (Lategahn et al., 2013). The
resulted algorithms used on binary greyscale descriptors and machine learning al-
gorithms have not been applied in the objective function.

Creating descriptors with genetic algorithm and optimizing the parameters of
each step of the process gives a new prospect in image processing.
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I.2. Problem Description

The subject of the Project is to create a new descriptor for the tracking engine
of a marker-less Augmented Reality application. The application has to fit certain
characteristics, it has to be robust enough for continuous outdoor use, and the track-
ing has to be stable in congruent or incongruent settings. The AR applications have
to be highly optimized for mobile devices, whose computational unit cannot support
the laborious tracking and mapping operations.

I.3. Justification

The requirement for a stable open-air augmented reality application is the
ability to process and understand the surrounding environment. In this case, the
urban areas’ primary structures the buildings. Visual façade classification is the job
of evaluating the position and size of different structural (e.g. window, door) and
non-structural elements (e.g. sky, road, building) in a given image of a building or
street scene (Fröhlich et al., 2010). This recognition task has gained interest in the
last years (Van Gool et al., 2007), which is essentially due to the growing need to
store the shape of buildings in extensive 3D city models. However, according to
Guan and Wang (2009) the vision based registration systems for augmented reality
are controlled by an ever changing environment (wide-area work scene, changes in
illumination, sudden motion, and occlusion), and because of that it is under constant
development.

As previously mentioned an outdoor augmented reality application needs mul-
tiple sensory inputs to be able to function correctly like in the case of Arth, Klopschitz
et al. (2011), Gauglitz et al. (2011) and Ventura and Hollerer (2012). However, these
solutions require a constant connection to a cloud server for source information and
computing aid, which reduces the speed and accuracy of the system. There is a
need for a robust system that can simplify the geometry of the surrounding environ-
ment, and via this process stabilizes the registration, reduces or avoid the commu-
nication time between the cloud server and the device.
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I.4. Hypothesis

The Random Forest training method with a new type of descriptor, which takes
into account the different color spaces and channels and also the geometric relation
between the point and the camera position and rotation, is robust enough and cap-
able of doing the façade segmentation in real time.

I.5. Objectives

I.5.1. General Objective

To perform robust and real-time facade segmentation using a newly generated
and optimized feature descriptor. The descriptor is generated by genetic algorithm,
trained with incorporating Random Forest and optimized without loosing their de-
scriptive strength to make suitable for AR applications.

I.5.2. Particular Objectives

1. Design a new type of low-level image descriptor that invariant to the changes
that can occur in outdoor environments.

2. Evaluation and analysis of the structure and performance of the designed descriptor
to optimize it in size, robustness and invariance to illumination changes.

3. Programme a self-adjusting algorithm for the optimization and evaluation using
Genetic Algorithm.

4. Make Parallel Tracking And Mapping more robust in outdoor environments by
integrating the generated optimized image descriptor to auto segment the dom-
inant features of the facade.

I.6. Layout of this Thesis

The above introduction has outlined the main contributions described in the
body of this thesis. Chapter II will present the latest advancement of the used tech-
nologies. The most recent developments in AR, in markerless SLAM, in the domain
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of visual descriptors, in ML and GA that used in the field of image processing and
segmentation. Chapter III explains the used technologies and the project develop-
ment. We will see in details the base functions of the AR applications, the SLAM
framework, the most referenced descriptor structures, the used image processing
methods and the ML and GA applications. Chapter IV will describe the proposed
algorithm and the used calculations and how we fit the resulted descriptor in the
SLAM application. Chapter V presents the results and the completed objectives of
the project and discuss the possible directions for continuing the investigations of the
resulted framework.
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II. LITERATURE REVIEW

II.1. Introduction

This chapter describes the taxonomies and state-of-the-art technologies rel-
evant to AR, Computer Vision(CV), self-localization, local feature description and the
use of machine learning in descriptor creation. The introduced articles and project
served not only to learn about the current advancements but as inspiration in cer-
tain segments of this doctoral project. We will present in Section II.2 the research
groups—around the world—working presently on AR, ML and CV. AR is first de-
scribed in Section II.3. Mixing real and virtual is a broad term. Therefore, it will be
presented through different taxonomies for better understanding. The latest develop-
ments in display technology, AR systems, and tracking are discussed in this chapter
as well. The SLAM techniques—where the system can detect its outdoor position
and orientation without external markers—are reviewed in Section II.4. Most of the
discussed methods involve feature descriptors as anchors during their function. The
overview of the latest extraction techniques of these local features is given in Section
II.5. The use of Machine Learning algorithm to boost the descriptors capabilities is
presented in Section II.6. Finally, a review of the incorporation of Genetic Algorithm
in the descriptor creation is provided in Section II.7.

II.2. Research Groups

There are many outstanding research groups and laboratories around the
world investigating a different aspect of Computer Vision and Artificial Intelligence.
The Computer Vision Laboratory (CVLAB) at the École Polytechnique Fédérale de
Lausanne in Switzerland—directed by Dr. Pascal Fua—covers various research
fields. Image Description—e.g. the BRIEF (Calonder et al., 2010) descriptor and
BinBoost(Trzcinski, Christoudias, Fua et al., 2013) was developed here—, Keypoint
Detection, 3D object tracking or Tracking and Modeling people are of their interest.
The Human Interface Technology Laboratory New Zealand (HITLabNZ) at Univer-
sity of Canterbury, leadered by Prof. Mark Billinghurst, is currently investigates the
area of Augmented Reality, Human-Robot Interaction, and Visualization among oth-
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ers. The Robotics Research Group at the University of Oxford (United Kingdom) has
had an extensive list of high standard projects since 1985. It is divided into various
laboratories. The most relevant in our case is the Active Vision Lab, leadered by
Prof. David Murray, and among other things here was developed PTAM (Klein and
Murray, 2007). Also worth mentioning the Machine Learning, Mobile Robotics, and
Optimization for Vision and Learning laboratories too. Under the leadership of Prof.
Vincent Lepetit, the Institute for Computer Graphics and Vision—funded in 1992—at
the University of Graz (Austria), focuses among other things on studies Object Re-
cognition, Object Reconstruction, Robotics, Virtual Reality and Augmented Reality.
Also have to be mentioned without details, MiT Computer Vision Research Group
(United States), Microsoft Research (e.g. Kinect cameras, Holo Lens), Magic Leap
(e.g. Augmented Reality), Facebook Research (e.g. Oculus Rift, Virtual Reality),
Google Research (e.g. Machine Intelligence).

In Mexico, the researchers in the Centro de Investigación y Desarrollo Tecnoló-
gico en Electroquímica (CIDETEQ) under the leadership of Dr. Ivan Ramon Terol
Villalobos work with image processing and segmentation. In the Centro de Ingeni-
ería y Desarrollo Industrial (CIDESI) the team led by Dr. Hugo Jiménez Hernández
conduct investigations in CV, Tracking, and 3D reconstruction. Dr. Francisco Javier
Cuevas de la Rosa with his team in the Centro de Investigaciones en Optica run in-
vestigations in the field of Computer Vision, Computational Intelligence, Evolutionary
Algorithms and Digital Image Processing. At the National Autonomous University of
Mexico (UNAM) in the Instituto de Investigaciones en Matemáticas Aplicadas y en
Sistemas (IIMAS), Dr. Ernesto Bribiesca with his team researches robotic vision,
image processing, and recognition.

II.3. Augmented Reality

The investigation of AR is a broad field of study—with over 28 thousand schol-
arly articles only in IEEE Xplore, Elsevier, and Springer—, and a booming industry
with a predicted consumer market of 90 billion USD in 2020 (Digi-Capital, 2016). It
is well researched and maturing technology with still many imperfections to resolve.
To understand where the problem resides and how the researchers try to solve, we
have to understand how a basic AR system works and what its building blocks.

Two simple taxonomy explains well the characteristics of AR. Milgram et al.
(1994) categorizes the AR by the amount of virtual data being involved in the sys-
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tem. The fact that there is a small amount of digital information is mixed with the
real environment—as we can observe on Figure 1.1—does not make it easier the
task. On the contrary, to maintain the illusion in an unpredictable environment that
the virtual objects is part of the real environment is a demanding job. The taxonomy
of Rekimoto and Nagao (1995) categorizes computer interfaces based on Human-
Computer Interaction (HCI) and how well they become invisible to the humans mean-
time enhancing the interaction with the real world. The base concept is the Graphical
User Interface (GUI) based desktop computer (Figure 2.1 (a)) which holds an appar-
ent gap between the virtual and real domain. One of the approach to overcome this
separation is the Ubiquitous computers, where the sensing and computing units are
seamlessly built into the real world (Figure 2.1 (c)). We can observe a clear difference
in contrast to the remaining techniques where the computer partially or entirely over-
writes the interaction with the real world. In the case of the Virtual Reality (Figure 2.1
(b)) the user has fully separated from the real environment, and computer-generated
graphics entirely replaces its information. In contrast the AR approach (Figure 2.1
(d)) is built to enhance interactions in the real environments. Also, this figure com-
bined with the first categorization shows the difficulties that faces the AR systems.
According to Azuma et al. (2001) stated "Without accurate registration, the illusion
that the virtual objects exist in the real environment is severely compromised." In
other words the virtual information has to be aligned correctly continuously with the
real world because the user can sense each small errors or jitters as it has the real
environment as a parallel reference. For that reason AR systems have to be able to
find accurately their current position and compute their relation to the environment.

One of the most commonly used definition for AR coined by Azuma et al.
(ibid.) depicts the previously mentioned theoretical and technical requirements. The
AR systems have the following characteristics in common:

1. It combines real and virtual content,

2. It is interactive and real time,

3. It registers or aligns the real and virtual objects with one and other in 3D.

These three characteristics point towards the technological elements that build
these systems (Billinghurst et al., 2015):

1. A display that can fuse the real and virtual imagery,
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Figure 2.1: Human Computer Interaction styles
Source: Rekimoto and Nagao, 1995

2. A computer system that can produce in real time the interactive response to
the user’s input,

3. A tracking method that can find the users viewpoint position, rotation and dir-
ection to register the virtual image in order to appear fixed in the real world.

These elements are not only the responsible for a faultless AR experience but
the source of errors in the process (Figure 2.2). As previously mentioned, for an
accurate Registration is inevitable for an AR illusion. The Registration deficiencies
Chinthammit et al. (2003) categorized into two types: static and dynamic errors.
The static errors occur when the user is stationary, and originated from calibration,
tracking failures, and system misalignment. The dynamic errors appear when the
user is in motion, and first and foremost is related to the system latency. The largest
delay among the dynamic errors caused by tracking (Lincoln et al., 2016). As can
be seen, the tracking is an important source of errors with incorrect localization and
latency. As a result, there is a need for fast and robust tracking techniques in AR
applications.

13



Total Delay = 50 + 2 + 33 + 17 = 102 ms 
1 ms delay = 1/3 mm = 33mm error 

Tracking Calculate 
Viewpoint 
Simulation 

Render  
Scene 

Draw to 
Display 

x,y,z 
r,p,y 

Application Loop 

20 Hz = 50ms 500 Hz = 2ms 30 Hz = 33ms 60 Hz = 17ms 

Faster Tracker Faster CPU Faster GPU Faster Display 

To reduce delay, the system needs:

Figure 2.2: Source of system delay and possible solution
Source: Billinghurst, 2013

In this review, we will investigate the latest developments in three main areas
of AR stated by Azuma et al. (2001). First, we will see the brief history of the AR
evolution, where it started and what is the current state of AR support technologies.

II.3.1. History

Placing virtual images onto real environments using mirrors, lenses and light
sources have long history goes beyond the beginning last century (Billinghurst et al.,
2015). For example, in the 17th century the "Pepper’s Ghost"—an illusion applying
plates of glass to combine the reflection with the real world—was already used in
theaters and museums (Brooker, 2007).

The digital AR has only fifty years of history, but the technology and its po-
tentials are growing exponentially. Sutherland (1968) created the first head mounted
mixed VR - AR system. The display was suspended from the ceiling, and the sys-
tem contained two different 6 Degree Of Freedom (DOF) tracker to follow the users
movements, but the limited computer processing power only allowed simple wire-
frame drawings (Figure 2.3).

The investigations from the 80s until the mid-90s laid down the fundamentals
of the AR tracking and displays. The separation from VR came in the early 90s
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Figure 2.3: Sutherland’s sword of Damocles
Source: Krevelen and Poelman, 2010

when Caudell and Mizell (1992) first coined the term Augmented Reality applying
to the concept when a digitally created material is overlaid on the top of the real
world. They stated that the advantages over the VR were that needed less pixel to
render but to align the real and virtual objects correctly, an increased registration
and positioning was required. During the 90s, the foundation technologies for the
AR were developing simultaneously. There were multiple approaches to resolving
accurate localization.

One was using sensors like accelerometer and gyroscope for orientation, and
GPS for positioning. One of the most valuable aid for AR tracking the GPS originally
started in the 70s as a military project and later became accessible for civilian use
with less accuracy (El-Rabbany, 2002). The accuracy was set to 100 meters with
the technique called “Selective Availability” (SA) degrading the signal for nonmilitary
users, but during the years investigations and new technologies reduced this 15
meters. The GPS was fully functional in 1995 for both military and civil use. The
GPS first appears in mobile AR reality system, the Touring Machine (Feiner et al.,
1997) see Figure 2.4. The system is still a computer in a backpack connected to
a GPS receiver and a HMD amongst others. The GPS has flaws as the satellites
not always visible to the devices and is not accurate enough for most of the AR
application where the registration requires pixel-level accuracy.

The second approach was to process on pixel level the incoming imagery
to localize the device position in the environment. The 2D markers proposed by
Rekimoto (1996) was the first marker system which gave a six degree of freedom
tracking for the cameras. This technique allowed a much more stable tracking and
also became a crucial element for the AR applications. This method was further
developed to ARToolKit (Kato and Billinghurst, 1999) tracking library 2.5. But the
ARTookit was still affected by pattern complexity, the marker orientation relative to
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Figure 2.4: Touring Machine
Source: Feiner et al., 1997

the camera, and the lighting conditions (Human Interface Technology Laboratory -
University of Washington, 2003)

Figure 2.5: ARToolKit
Source: http://www.hitl.washington.edu

The third approach to mixing the sensory data with image processing. These
applications were used GPS, mobile phones with cameras, but these days still using
laptops or personal computers (PC) and HMD Mobile Augmented Reality System
(MARS) (Feiner et al., 1997) to Battlefield Augmented Reality System (BARS)(Julier
et al., 2000).

II.3.2. Display

Following the definition of Azuma et al. (2001), there has to be a kind of display
technology that merges the real and virtual for both to be seen at the same time.
We will follow the taxonomy of Bimber and Raskar (2003) illustrated in Figure 2.6
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the possible spatial places where the image can be reproduced, the display can be
located on the user and real world object. They categorize the display technology
into three different groups:

• Head attached
The display is directly connected with or attached to the head, as head mounted
optical or video see-through displays or projectors which will be discussed later.

• Body attached
The display is still attached to the body but not so close to the head. In this
class we talk about the handheld displays (e.g., mobile phone, tablet) or hand-
held projectors

• Spatial
The display is not joined up with the body and can have fair distance between
them. Here are the spatial see-through displays(e.g., see-through displays in
military cockpits) and the spatially aligned projectors.

retinal
display

head-
mounted
display

head-
mounted
projector

hand-held
display

spatial
see-through

display

hand-held
projector

spatially
aligned

projector

imagery 
behind 

the objet

real 
object

head-attached
body 

attached spatial

Figure 2.6: Display Taxonomy
Source: Bimber and Raskar, 2003

The most representative results in the AR/VR technologies are the develop-
ments in the display technology as this is the visible and vision part of the AR sys-
tems. (Krevelen and Poelman, 2010) organized the AR displays by their characterist-
ics, drawbacks and opportunities (Table 2.1). To present an AR application currently,
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the most popular and widespread platform is the hand-held video see-through solu-
tion, in other words, the mobile devices. Although their displays are limited in bright-
ness, contrast resolution, and the camera field of view, these types of equipment
offer the cheapest but also the most challenging way to create an AR system. These
devices differ widely between the models, therefore, we limit our introduction to the
characteristics presented in Table 2.1. We will focus on the most recent develop-
ments of the head-worn optical and video see-through displays. Also, worth mention
the development of the smart contact lenses as has great potential. On Table 2.1
the retinal display refers not to the contact lenses but to the technology that project
imagery directly to the human retina.

Table 2.1: Characteristics of visual AR displays
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There is a relatively small publication on AR or Bionic contact lenses. Re-
searchers at the University of Washington created the first prototype of a "flexible,
biologically safe contact lens with an imprinted electronic circuit and lights" (Hickey,
2008). They further developed the design into a wirelessly powered and controlled
display that emits only one pixel of information (Lingley et al., 2011). Samsung pat-
ented the design of a smart contact lens in 2016. According to (Adhikari, 2016), this
lens holds a miniature screen, a camera, an antenna, and multiple sensors for the
movement and eye blink detection. In the opinion of the experts, the current techno-
logy is still facing power and resolution problems among other, but the uses for smart
contact lenses "are almost limitless" (ibid.).
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The direction in the development of AR HMD goes towards an integrated vis-
ion system with cameras, microphones, and visual display systems. We have to
mention the Oculus RiftTM goggles that put Virtual Reality back onto the map and
according to Krewell (2016) it "will eventually include augmented reality (AR)". The
goggles have a high-resolution screen at an accessible price.

HoloLensTM is a visual see through HMD—developed by MicrosoftTM—which
is still available only for developers. It has a fully integrated visual system, with 4
environments understanding camera, 1 depth camera, 1 HD video camera, 4 micro-
phones and 1 ambient light sensor. These sensors facilitate to use spatial sound,
gaze, gesture and voice tracking. It is passively cooled eliminating this ambient
noise. The hardware provides huge amount built in information for stable and robust
AR tracking and experience. It comes with an SDK for the integration and devel-
opment. Microsoft.com (2016) claims that the "see-through holographic lenses use
an advanced optical projection system to generate multi-dimensional full-color holo-
grams with very low latency".

Magic LeapTM is a recently founded company with a funding of 1.4 billion
USD. The company is very secretive about the developed hardware and software,
but according to Hempel (2016), Magic LeapTM "creates digital light field signals that
mimic the way sight works", trying to clone the eyes "and make a digital version of it".
Hempel (ibid.) says that the existing prototype is in a very early stage and it has to
be reset after 15 minutes so it wouldn’t crash. But she claims that the demos looked
real without pixelation.

II.3.3. AR Systems

VuforiaTM is a semi-free Software Development Kit (SDK) for mixed Reality
application development. This multiplatform package was launched in 2010 and
currently is the version 5.5. With support for iOS, Android, and Unity 3D, this plat-
form proves a tool for developers to create AR applications for a wide range of mo-
bile devices. The SDK using planar and cylindrical object tracking also includes
text, object and cloud recognition. The system allows the developers to upload
unique marker to the cloud for their application and able the users download and
use it without place restriction. Their current version supports the newly released
HoloLensTM which brings a new stage for AR experience (Vuforia.com, 2016).
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JunaioTM—created by MetaioTM—was an SDK and Augmented Reality browser
opened for developers. According to Junaio.com (2015) the browser overcomes the
GPS inaccuracy indoors by using LLA Markers (latitude, longitude, altitude marker).
"Junaio only supports location-based AR, but also image based tracking" (ibid.). The
users could choose between two different type: location or image based AR. Dur-
ing the location based AR the system uses the GPS, Compass, Accelerometer and
Gyroscope to specify the points of interest and render the virtual objects in the sur-
roundings. During the image based AR, the method uses images—created and
uploaded by the users or developers— as markers gluing the virtual objects on the
top of them. Metaio together with the AR technology was reportedly bought by Apple
in May 2015 (Wakabayashi, 2015), which projects a new AR service on iOS devices.

II.3.4. Tracking

During the tracking, the AR systems specify their position and orientation in
3D environments, computing continuously 6 degrees of freedom (DOF) pose inform-
ation: the position (x,y,z), and the rotation (roll, pitch, yaw).

According to Roberto et al. (2016), there has been a trend in the published
papers on tracking technology between 2009 and 2014. The report shows that
along with the increase of publications about tracking on mobile devices there was
a growth among the sensory and the vision based tracking papers. According to
the authors, the studies that use only sensory information to calculate the device’s
position and orientation information are the most common solution for the mobile
applications. These applications do not require more precise information about the
surrounding for the augmentation (e.g. the digital imagery is "floating" in the air and
is not aligned with the environment). The exploitation of the mobile devices’ built-in
cameras and processing capacity shows the increased number of vision based in-
vestigation. These techniques demanded more processing power from the devices
but combined with the sensory information provide a more robust tracking perform-
ance. Interestingly these vast majority of these calculations are run locally on the
devices, but due to the increased need of information, the development of data trans-
fer technology and, the improvement of the network infrastructure, the researchers
are investigating the use of distributed tracking platforms. These techniques apply-
ing remote computers—connected to the mobile devices through the cloud—with
more resources for the mobile devices, such as computing power, storage space
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and memory.

This work will present briefly—with one interesting article—the sensory based
and the marker based tracking literature as they are not related to the subject.

Sensory only tracking

In the papers on "sensory only" based tracking, the methods trying to improve
the precision of the GPS position. Zandbergen (2009) mesaured the Assisted GPS
(A-GPS) The proposed approach of Chon et al. (2012) exploits the users behavior
via learning techniques to provide a better location service. The users construct a
LifeMap with their personal point of interest locations during their activities. Thus,
their method does not require previous data training. Using the information of the
user’s daily routine the system calculates and predicts the correct position reducing
energy consumption and sensory errors. However, inherently their process failing
where the inbuilt sensors do not produce reliable information—e.g. the GPS pos-
itioning deteriorates in underground environment—, also, the energy consumption
increases after great distances as the system leaves the sensors ON throughout the
trajectory.

Vision only tracking

Among the marker based technique, the ARToolKit (Kato and Billinghurst,
1999) was the first vision based tracking package for AR application. Since then
the works trying to reduce the storage space of the marker templates and to resolve
how to make more robust the tracking, as the markers are not trackable when the
borders or edges are occluded. Li, Chen et al. (2012) proposed a new marker sys-
tem which radically reduces the storage space and still provides enough information
for registration even when the marker is occluded by 62.5%. The method—named
CoP-Tag(Connected Points Tag)—uses 16 dots which are connected to a square re-
gion, at each side with five dots and a straight line through the center of the circles.
The identification of the marker, based on the connectivity and a unique distance
between the dots. According to the authors, the marker is robust to occlusion, noise,
blur, and multi-marker registration, but over a certain distance, the marker is not
detectable.

We will discuss in a Section II.4 the advances of the natural feature based

21



tracking techniques, namely the Simultaneous Localization And Mapping (SLAM) as
it is closely related to the subject and brings more insight the latest development on
the field.

Sensory and Vision based tracking

Kurz and Benhimane (2012) proposed a new type of combination of vision and
sensory information to increase the realism of the augmented 3D objects. The au-
thors used the inertial sensor data to improve the precision of the descriptor features.
They created two gravity based descriptor using the gravitational force measured
by inertial sensors (e.g. accelerometer). The Gravity-Aligned Feature Descriptors
(GAFDs) created for static and vertical surfaces, and the Gravity-Rectified Feature
Descriptors (GREFDs) are designed for horizontal surfaces. During their tests, the
researchers reported an increase in the recognition rates in an AR museum guide
using mobile phones using GAFD. Applying the gravitational vectors for image rec-
tification they recorded improved precision–recall characteristics in the application.
They also state that the "Gravity-rectified camera images also allow for real-time 6
Degree of Freedom (DoF) pose estimation using an edge-based object detection al-
gorithm handling only 4 DoF similarity transforms." In other hands, according to the
authors, the sensor hardware and processing power of the current mobile devices
are not accurate and powerful enough for their approach.

Park, Lee et al. (2012) presented a method to improve the position and ori-
entation detection for outdoor AR application. Their approach was to compare the
preliminary information from the GPS, digital compass, and the vertical edges from
visual detection with the visible corners of a one-dimensional cylindrical depth map.
They determined the user’s position optimizing non-linearly the location candidates.
The maps included information about road and building areas, building types and
GPS locations of each building corner. The base of this map was obtained from
the National Spatial Information Cleaninghouse (NSIC) in Korea. They report an im-
provement localization and orientation, but the system failed when the GPS position
error was too large.

Distributed tracking

The standard approach to the system that uses distributed tracking is that
only a small fraction calculation occurs on the device. Most of the visual or sensory

22



information is sent to a server where all the localization and registration is computed
and the results transmitted back for display.

Arth, Klopschitz et al. (2011) presented a wide area high-quality outdoor track-
ing and scene reconstruction system for mobile devices. Their system consists an
incremental orientation tracking with 3 DoF and a model-based localization with 6
DoF. The authors recorded an increment of tracking and pose estimation accuracy
with growing aperture angle. Therefore, they implemented geo-referenced panor-
amic images for the localization, as the mobile phones have little Field of View
(FOV) cameras. They used panorama creation method—with image stitching—on
the server to achieve the compelling cylindrical images. Then the resulted image
is separated into tiles and compared to the online stored 3D model for localization.
They demonstrated that the system is capable of real-time AR, but they assume that
the users are static while record the panoramic images, which makes the approach
less dynamic and realistic.

Wu, Choubassi et al. (2011) proposed a Mobile Augmented Reality (MAR)
system which uses processes the localization and tracking on the mobile device. The
client application computed SURF features from the frames compared with visual
features of pre-processed database images. Unlike other systems where the data is
calculated on the server, they used the server for storing the dataset. They down-
loaded and matched the incoming imagery against only a constrained dataset. The
server selects the query pictures by location and orientation. The 3D urban data-
set is stored as 3D point clouds which are linked to geotagged RGB images of the
same urban scene. They report a good accuracy during their test, but the system
suffers from latency in real time implementation. Only the detection algorithm, runs
on average at one frame per second, plus we have to add the latency caused by the
continuous communication with the server and the time method needs to download
the corresponding dataset.

Ventura and Hollerer (2012) proposed a real-time AR system for wide area
outdoor environments. They placed the localization module to a cloud server, to
ease the real time tracking on the client device. The point cloud dataset, which was
used for the localization, was constructed from omnidirectional videos and stored on
the server. Their tracking method was similar to PTAM’s (Klein and Murray, 2007)
with the difference that they used a "full perspective patch warp rather than an affine
approximation". This method was lightweight enough to use on mobile applications.
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For the localization, the system used the SIFT detector and descriptor algorithm
because its robustness. During their evaluation, they tested the accuracy and latency
of the scheme. They achieved suitable results during the localization matching up
to 95% of the query images. In the latency estimation, the tracking module on the
device gave relatively good results with 15-20 frames per second, but as they state
the feature-based localization is not fast enough for real-time applications. Also, they
report various failures during the localization caused by sparse environments (lack
of texture), repetitive structures (doors and windows), and occluding high-textured
objects (e.g. trees and bushes).

We can observe that the tracking is a computationally intensive process, acts
as constriction in the AR applications. The real-time systems need to achieve a min-
imum of 30 fps performance and highly accurate positioning for realism. There are
various approaches presented in the literature to achieve this capacity. Combining
the devices inertial sensors with the visual tracking modules for higher accuracy, or
splitting the process and calculating in separate locations the tracking and localiz-
ation functions. Typically the localization occurs on a remote server as it involves
a more computation power and large dataset for image matching, and the tracking
runs on the mobile device as the client application. The roots of the problem twofold,
in one hand, is the insufficient computing unit, and unreliable sensors on the mobile
devices, in the other the computationally heavy localization modules. The current ap-
plications for specifying the devices location uses calculation expensive or condition
variant descriptors which imply more adjustments for a flawless experience. For that
reason, the use of remote computing unit is a favorable response, but the coverage
of wireless connections are still limited in outdoor areas. The most plausible answer
to the question is to use an optimized and invariant descriptor to ease this bottleneck
in tracking.

II.4. Simultaneous Localization And Mapping

Klein and Murray (2007) proposed the groundbreaking Parallel Tracking and
Mapping (PTAM) method, which was the first work that parallelized the camera track-
ing and the mapping in separate processes. They use FAST (Rosten and Drum-
mond, 2005) keypoint detector on a four-level grayscale pyramid—made from the
incoming image—at each keyframe. The system loads detected points into the par-
allel 3D point map and compares them with the actual points for localization. They
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proved that their approach was fast and robust enough for real-time augmented real-
ity applications in small working areas. The method opened new ways in markerless
tracking and influenced many later works. Among others Klein and Murray (2009)
created its lightweight variant for mobile phones, Guan and Wang (2009) combined
it with machine learning technique for extensive outdoor areas. The approach also
presents limitations which come from the point description that corresponds to the
FAST corner features which make the points usable only during tracking but not for
place recognition. Also, it cannot detect large loops, due to its exponentially growing
map and low invariance to viewpoint changes.

Arth, Wagner et al. (2009) presented in their paper a wide-area pose estim-
ation method using recorded 3D feature models which have been created image
collections and wide-angle lens. Their system acquires the visual data and register
the data points offline (on the device) and runs the localization and matching on-
line (on the server). They state that the matching performance increased—except
with very low-resolution images— compared to the approaches that use standard
camera lens. According to their finding, the matching performance does not elevate
using images with higher resolution than 640×480. They also illustrate that most of
the processing time their application consumed in the feature extraction stage, as
during the process the scale-space search for extremal points and the subsequent
generation of descriptors are the computationally most intensive tasks. They state
that the overall memory use is small enough to run it on a mobile phone, but the
system was only tested indoor in a short period.

To overcome the PTAM’s wide area registration problem, Guan and Wang
(2009) proposed a method using multiple sub-maps and scene recognition tech-
niques.They also presented a random forest-based incremental scene learning method
which is processed online. The authors applied a hybrid, natural feature tracking ap-
proach using Graphics Processing Unit (GPU) accelerated SIFT descriptor for the
initialization. They tested the system indoor and outdoor scenes. They findings
show that their approach overcomes the PTAM’s tracking failure in low texture areas,
and the sub-maps solves the overgrowing map and scaling issues that fail PTAM in
broad areas. The cost in another hand is that the method is still computationally
heavy using the GPU as aid which is not present in all devices.

The proposed wearable AR system in the paper of Castle and Murray (2011)
is based on the PTAM (Klein and Murray, 2007) monocular visual SLAM application.
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It tracks the camera position from frame-to-frame, and detects and recognizes known
objects calculating SIFT features at each keyframe and attempts to reconstruct the
3D scene. The application runs the localization and object recognition on two sep-
arate processes as PTAM. Their method was tested in laboratory environment also
in real indoor environments and street scenes. They report improvement in the free-
dom of the camera movement and the size of the explored area compared to their
previous work (Castle, Klein et al., 2010), but the SIFT feature calculation stays inad-
equate for the task as it creates a bottleneck method on a dual core machine. They
recommend a cheaper feature descriptor as an alternative for the problem.

To resolve the failures of visual route-based navigation system caused by ex-
treme perceptual changes, Milford and Wyeth (2012) propose a visual recognition
algorithm that searches for "local best matches" in short sequences of images rather
than calculating the single location called SeqSLAM. They do not use local features
during their method, as—they state—SIFT and SURF are not suitable for such task
during extreme light condition change (e.g. moving daytime to nighttime). Their
method based on prerecorded footages, where each frame was combined with GPS
position. During the preprocessing period, the system down samples divides into
smaller regions the images, then normalizes each patch. They used Sum of Ab-
solute Differences to find a match between the processed images and the dataset.
They assumed a constant speed for the camera during the travel, but still their ap-
proach fails in the case of too extreme changes and suffers from viewpoint changes.

Another strategy to light changing problems was presented by Carlevaris-
Bianco and Eustice (2014). In their work, the local feature descriptors are learned
from recorded webcam footages using machine learning techniques. To specify in-
terest areas they use SURF keypoint detector. For each keypoint, the method ex-
tracts a gradient patch which is loaded into a convolutional neural network (CNN).
The learned large dataset (approximately 3.1 million feature) later used during the
matching stage. The learning technique matches the candidate descriptors by close-
ness using Euclidean distance. They report a 10% increase in place recognition
performance on a challenging robotic dataset than SIFT, SURF or other handcrafted
feature descriptors, but the feature extraction time equal or worse than the mentioned
local features.

To make the SLAM process feasible for mobile phones, Ventura, Arth et al.
(2014) lifted the computationally most expensive from the cell phones and placed
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into the cloud. The client application (phone) only responsible for the rotational and
translational pose tracking and mapping, meantime the server calculates the local-
ization and global registration information. Their method computes SIFT features
at each keyframe which then is searched for the nearest neighbor on a previously
built kd-forest. To reduce the query time and memory load in a large—and pos-
sibly growing—dataset, the authors applied visibility partitioning. These hexagonal
grids partition the surrounding environment and the prebuilt model only allowing the
system to load the corresponding part to the localization function. Despite the ro-
bustness, the average request time between the server and client takes almost 1
second in the outdoor environment.

Lowry et al. (2014) proposed a place recognition method with images treated
with PCA to obtain a condition independent dataset. The method detects and re-
moves the aspects and elements that were widespread on the scene. They keep
the later PCA dimensions with the most distinctive elements removing the common
elements (e.g. white snow in winter or darker ground in spring). As a result, the
place recognition stability increased. They tested the approach on two different en-
vironments with single-image and sequence-based place recognition. They reported
better performance in both cases than using the original images. They state that the
required information can be acquired online from environmental data, and the train-
ing set can be built online. Although the technique is an excellent tool to obtain
condition-invariant features from images, they do not exploit the potentials of mer-
ging the information gathered from data that was recorded in different circumstances
to get a more robust tool.

Mur-Artal et al. (2015) created a new localization and tracking model, called
ORB-SLAM based on an expanded PTAM (Klein and Murray, 2007) achieving a
more robust application. Their method while keeps the core ideas of PTAM extends
it with a loop closing function, the use of covisibility information, and the calculation
of ORB local features for place recognition. They tested their approach on indoor
and outdoor datasets, reporting a real-time operation in large environments. Their
system—compared to PTAM—does not overload the memory as the after detecting
an already known scene, it stops adding new points to the map, and because of
the ORB features it has high invariance to viewpoint changes. Despite the advance
robustness of their system, it has still weak points. They overcome the viewpoint
invariance using ORB features, but these descriptors have only moderate brightness
and contrast invariance (Krig, 2014), which means the system faces serious errors
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in the case light condition changes, or if they want to extend their system with an
image matching function. Also, the method needs a powerful computer for a flawless
functioning.

Neubert et al. (2015) presented a new technique to treat images to solve the
detection between images that have radical condition change (e.g. seasonal vari-
ations) predicting the appearance for the season using visual translation dictionaries.
To calculate the transition they use superpixels—perceptual grouping of pixels—as
image parts and cluster them to vocabularies using a SURF descriptor on these su-
perpixels. As the images are aligned in pixel level, the seasonal vocabularies can be
compared to create the transition dictionary. They use this dictionary to predict the
look of the query superpixel to other seasons. During the testing period, the authors
recorded a significant improvement in the SeqSLAM Milford and Wyeth (2012)al-
gorithm. The main limitation among others that the images have to be pixel aligned
in the training session which limits the training datasets.

In summary, the localization and tracking process of the SLAM approach is
still under investigation for their massive processing power and memory space con-
sumption. There have been various approaches to resolving the bottleneck in the
operation caused by the local feature calculation for image matching, and the data
overload by the preprocessed datasets and tracked point information. Strategies use
remote servers to lift the massive computing from the mobile device—making de-
pendent the system to internet connection stability—, computationally less expens-
ive descriptors—reducing the invariance to conditional changes—or transformation
descriptions between image conditions—with high sensitivity to viewpoint changes—
for better tracking. Our attention turned towards the local feature descriptors as we
deduced that for the robustness of these SLAM approaches the local descriptor has
to be invariant and lightweight.

II.5. Descriptors

For detection or classification, we have to describe the properties of the image
in a unique manner. The descriptors ought to have unique, reproducible and invari-
ant properties and must be calculated in an efficient way. "To localize features in
images, a local neighborhood of pixels needs to be analyzed, giving all local features
some implicit spatial extent" (Tuytelaars and Mikolajczyk, 2008). "The higher the re-
peatability rate between two images, the more points can potentially be matched,
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and the better the matching and recognition results are" (Mikolajczyk and Schmid,
2005). The classification error depends on the texture type and the dimensionality of
the descriptors.

Garcia-Fidalgo and Ortiz (2015) reviewed the main approaches published
about descriptor calculation methods in the last fifteen years. They categorized the
descriptor extraction methods into four categories: global descriptors, local features,
Bag-Of-Words (BoW) schemes and combined methods. The global descriptors de-
rive general information from the whole image, which makes these features very
fast to compute and used in scene classification without more detailed information
about the environment. The local features hold more detailed information, analyzing
the images on the pixel level around interest points. This method is slower to com-
pute but excellent tools for image matching and further scene analysis. The BoW
technique clusters the local features by their characteristic features, creating visual
vocabularies. This approach is used for semantical images segmentation or object
recognition.

In this section, we will investigate the latest techniques to resolve the crucial
debilities of the local features: invariance and size among others. Table 2.2 and
2.3 groups the primary—most used—feature descriptors according to their type and
presenting information about their dimensions and invariance.

Table 2.2: Summary of local float type feature descriptors.

Name References Component
type

Number of
components Invariant to

Rotation Scale Affine
SIFT (Lowe, 1999) Float 128 3 3

M-SIFT (Andreasson and Duckett, 2004) Float 128 3 3

PCA-SIFT (Ke and Sukthankar, 2004) Float 36 3 3

GLOH (Mikolajczyk and Schmid, 2005) Float 64,128 3 3

SURF (Bay et al., 2008) Float 32,64,128 3

U-SURF (Bay et al., 2008) Float 32,64,128 3 3

LESH (Sarfraz and Hellwich, 2009) Float 128 3 3

ASIFT (Yu and Morel, 2009) Float 128 3 3 3

DAISY (Tola et al., 2010) Float 200 3 3

KAZE (Alcantarilla, Bartoli et al., 2012) Float 64 3 3

Source: Garcia-Fidalgo and Ortiz, 2015
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Table 2.3: Summary of local bit type feature descriptors.

Name References Component
type

Number of
components Invariant to

Rotation Scale Affine
BRIEF (Calonder et al., 2010) Bit 128,256,512
BRISK (Leutenegger et al., 2011) Bit 512 3 3

ORB (Rublee et al., 2011) Bit 256 3 3

FREAK (Alahi et al., 2012) Bit 512 3 3

LDAHash (Strecha et al., 2012) Bit 128 3 3

D-BRIEF (Trzcinski and Lepetit, 2012) Bit 32 3 3

LDB (Yang and Cheng, 2012) Bit 256, 512 3 3

AKAZE (Alcantarilla, Nuevo et al., 2013) Bit 488 3 3

BinBoost (Trzcinski, Christoudias and Lepetit, 2015) Bit 64 3 3

Source: Garcia-Fidalgo and Ortiz, 2015

II.5.1. Size Reduction

Fujiwara et al. (2013) proposed a method to reduce the local features based
on similarity. The goal is to reduce the mismatch in image recognition due to re-
peated pattern feature. The approach measured the degree of similarity between
the extracted feature descriptors and excluded the repeated pattern features in a
certain threshold range. They specified a reference point and they measured its
similarity with other keypoints using the cosine similarity. The keypoint was labeled
and its feature was removed if the similarity was below the threshold. During the
experiment, they were able to remove unnecessary features, but the process was
still a time-consuming task, as they had to evaluate all features and then specify the
optimal threshold value.

Su et al. (2013) proposed a more compact local feature—called CGCI-SIFT—
, and claimed that their proposed algorithm was more efficient than SIFT and its
two size reduced variants (PCA-SIFT and SURF). They assume that the pixel values
around the center point are similar, therefore they divided the patch into two sub-
regions: an inner region and a peripheral region. The method instead of storing the
gradient information of all pixels, from the inner region obtains the gradient histogram
information, and from the peripheral region the contrast intensity information. Then
it applies a log-polar coordinate system as it is more sensitive to the closer pixels.
Their experiments show that the CGCI-SIFT operational time is shorter than the
SIFT, PCA-SIFT and SURF with better matching and recall performances.
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II.5.2. Invariance

Muselet and Funt (2013) surveyed and presented most of the invariant color
features used in color-based object recognition (Table 2.4 and 2.5). They state that
"it is important to choose the optimal color invariant for each particular situation
because there is a trade-off between invariance and discriminative power." Among
other things, they collected various investigations that use these properties to lift the
invariance level of existing descriptors. Like the work of Quelhas and Odobez (2006)
where the authors concatenated to the PCA-SIFT descriptor the mean and standard
deviation of each of the L∗u∗v∗ color components.

Table 2.4: Variations to which each color-invariant feature is invariant

Feature Light int. Light color Light dir. Viewpoint Amb. light Shadow/shading Highlights
CIF1 3 3 3

CIF2 3 3 3 3

CIF3 3 3 3 3

CIF4 3 3 3

CIF5 3 3 3

CIF6 3 3

CIF7 3 3

CIF8 3 3

CIF9 3 3 3

CIF10 3 3

CIF11 3 3 3

CIF12 3 3 3

CIF13 3 3 3 3

CIF14 3 3 3

CIF15 3

CIF16 3 3 3 3

CIF17 3

CIF18 3 3 3 3

CIF19 3

CIF20 3 3

CIF21 3 3 3 3 3

Source: Muselet and Funt, 2013

Doretto and Yao (2010) presents descriptors crafted from region moment.
They affirm that the descriptors can reach scale and rotation invariance if the mo-
ments and the image features are carefully designed. The authors tested various
moments based descriptors: Central Moment (CM) descriptor, based on the central
moments of the image features (µi); Central Moment Invariant (CMI) descriptor from
the Hu moments (Hu, 1962) (φi); Radial Moment (RM) descriptor from the radial mo-
ments; and the Region Covariance (RC) descriptor based on the work of Tuzel et al.
(2006). The results of their comparative evaluation show, that the CMI, and the RM
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Table 2.5: Definition of labels for the color-invariant features (CIF) used in Table 2.4

Label Description of the color invariant
CIF1 Component levels ratio (Funt and Finlayson, 1995)
CIF2 Color invariants m1 , m2 , m3 (Gevers and Smeulders, 1999)
CIF3 Color invariants l1 , l2 , l3 (Gevers and Smeulders, 1999)
CIF4 Color invariants c1 , c2 , c3 (Gevers and Smeulders, 1999)
CIF5 Entropy minimization (Finlayson and Hordley, 2001)
CIF6 Histogram equalization (Finlayson, Hordley et al., 2005)
CIF7 Moment normalization (Lenz et al., 1999)
CIF8 Eigenvalue normalization (Healey and Slater, 1994)
CIF9 Mean and standard deviation normalization
CIF10 Color moments invariant to diagonal transform (Mindru et al., 2004)
CIF11 Color moments invariant to diagonal transform and translation (Mindru et al., 2004)
CIF12 Color moments invariant to affine transform (Mindru et al., 2004)
CIF13 Color-invariant feature H (Geusebroek et al., 2001)
CIF14 Color-invariant feature C (Geusebroek et al., 2001)
CIF15 Color-invariant feature W (Geusebroek et al., 2001)
CIF16 Color-invariant feature N (Geusebroek et al., 2001)
CIF17 Color feature "quasi-invariant" to shadow/shading (Weijer et al., 2005)
CIF18 Color feature "full invariant" to shadow/shading (Weijer et al., 2005)
CIF19 Color feature "quasi-invariant" to highlights (Weijer et al., 2005)
CIF20 Color feature "quasi-invariant" to shadow/shading and highlights (Weijer et al., 2005)
CIF21 Color feature "full invariant" to shadow/shading and highlights (Weijer et al., 2005)

Source: Muselet and Funt, 2013

descriptors with isotropic—having identical property values in all directions—features
are the best performers.

Takacs, Chandrasekhar et al. (2013) proposed a rotation invariant descriptor
called Radial Gradient Transform (RGT) and Approximate RGT (ARGT). Their base
concept is to convert the pixel gradient into a local, polar reference frame using two
orthogonal basis vectors. They also developed a pipeline to fasten the feature extrac-
tion using look-up tables. Their experiments show that the performance with fewer
than 8 directions in the ARGT decrease notably, and with more than 8 directions im-
proves slightly, therefore they choose this number during the feature computation.
They also showed that although they approach outperformed the state-of-the-art
descriptors for retrieval—16× faster than SURF—, the matching performance stays
below the mentioned descriptors. Also, the descriptor is evaluated against rotation
variance, but there is no evidence about other invariances.

These works show that to create an all invariant, compact and accurate descriptor
is not an easy task as we have seen in Table 2.2 and 2.3. In our work, we took many
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elements to build our descriptor. The color invariant features of Muselet and Funt
(2013), the gradient information of Lowe (1999), the image moments of Doretto and
Yao (2010), or to calculate the local gradients relative to the dominant patch gradient
(Takacs, Chandrasekhar et al., 2013).

II.6. Random Forest

There is not a single receipt to choose the correct machine learning technique
for image processing algorithm as among others the algorithm accuracy, training and
prediction time, and setting complexity has to match the project requirements. In our
research, the training time has to be short—as it is running on each genome in each
generation—, the classification has to be accurate—because we test segmentation
precision—and the algorithm has to cope with large datasets—as we work with a
large amount of high dimension descriptor vector. In many types of research that
compare supervised learning techniques like Caruana and Niculescu-Mizil (2006),
Fernández-Delgado et al. (2014), Wahyono and Jo (2014) and Vink and Haan (2015)
agree that the leading two algorithms—in terms of accuracy—are the Support Vector
Machines (SVM) by Cortes and Vapnik (1995) and the Random Forests (RF) by
Breiman (2001). Which learning technique comes out first largely depends on the
project or the algorithm setup and the evaluation criteria. We choose the RF because
Salhi et al. (2012) and Wahyono and Jo (2014) recommends it not only because it
has good accuracy, but also has the fastest training and classification time.

Fröhlich et al. (2010) presented a pixelwise facade labeling approach using
RF. The authors follow the work of Csurka and Perronnin (2008) extending with RF
and using Opponent SIFT (Van de Sande et al., 2010) descriptor. They extracted
on different image scale the local features, which they classified independently, then
the probability of each feature was computed, creating a probability map. The pixel-
wise probability was a result of a gaussian smoothing on the probability map. They
applied unsupervised segmentation techniques to integrate the results on different
scales. They run the method on two different datasets and reported a significant
improvement in time efficiency. They also tested the algorithm with color moments
descriptor, but it reduced the recognition rates.

Teboul et al. (2010)—to create a multi-class facade segmentation algorithm—
combined machinel learning techniques with procedural modeling as shape priors.
The created shape grammars are constrained to building elements only and then
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reduced in complexity by factorization. Then they used RF to link the grammar se-
mantics with the image features. The evaluation of the technique show "promising
results", but the technique is highly variant to light condition changes (e.g. shades).

Gondane and Devi (2015) proposed a Probabilistic Random Forest (PRF),
using the concept of F-score and roulette wheel selection strategy to construct an
ensemble learning model. Their approach—instead selecting randomly—is using the
roulette wheel to choose the feature subsets for every tree. The method chooses the
most discriminative features with a higher probability in the feature subset. During
their experiments, the probabilistic random forest took more time to calculate than
the classical random forest, but with higher accuracy.

We learned from the literature that the RF is a high-performance discriminative
classifier, handling an extensive set of features without having problems due to the
curse of dimensionality (Fröhlich et al., 2010) trained and tested in a short timeframe,
which is convenient in our framework.

II.7. Genetic Algorithm

Trujillo, Legrand et al. (2010) presented a new type of descriptor optimiza-
tion technique. They used Genetic Algorithm (GA) on the Hölder descriptor (Trujillo,
Olague et al., 2007) with the goal to find the best performing reduced size variant
of the canonical Hölder descriptor. They give the task to GA to choose the oper-
ating building points of the result descriptor. To evaluate the fitness of each, they
used images with rotation transformation and with illumination changes. The authors
state that it is possible to reduce the size of the descriptor without losing its invariant
features.The resulted in reduced size Hölder descriptor—called H-GA—is near 70%

smaller than it’s canonical father and gives the same performance.

Behnam and Pourghassem (2013) used the GA to optimize the content-based
medical image retrieval (CBMIR) system. The CBMIR system extracts shape and
texture-based features independently. They evaluated precision and recall paramet-
ers of the retrieval system with different weights on the feature descriptors. Their
results show that GA not only improved the accuracy of the scheme but also im-
proved its recall for a predefined number of images.

Lategahn et al. (2013) proposed a new approach—called DIRD—to create
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multiple descriptor with different characteristics. Their system is based on building
blocks that are combined and optimized by the GA based on the fitness score of the
actual genome. Each building block serves a function basket (e.g. filter banks holds
Sobel filter, Gaussian blurring or Haar features among others) where from the GA
chooses the most optimal element for the descriptor. The fitness function evaluated
each descriptor on its matching performance under varying illumination conditions
using images which were recorded at three different times of the day. The resul-
ted descriptor was tested and compared to the state-of-the-art image descriptors
like U-SURF and BRIEF. Their evaluations show that the GA optimized descriptor
significantly outperforms the state-of-the-art local features. Though during their ex-
periments thy use greyscale images, which are easier to manage, looses valuable
color information.

In essence, these papers show that the genetic algorithm can reduce in size,
optimize or even create descriptors. The GA parameters can be adjusted uniquely
depending on the project necessities. We used the core idea of Lategahn et al.
(2013), using building block during the descriptor creation, but in a more controllable
way. Meantime Lategahn et al. (ibid.) pools the functions and picks one at each
generations randomly, we wanted to control their parameters and presence trough
performance.
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III. THEORETICAL FRAMEWORK

III.1. Introduction

This chapter presents exhaustively the principal theories, applications, and
functions for this investigation. Section III.2 outlines the essential components and
working principles of the AR systems. Also the display, tracking and registration
methods used in AR applications. Section III.3 describes the most investigated
SLAM approach in details. The subsequent sections introduce the image processing
algorithms, and local visual features the two most important building blocks of the AR
mechanisms. Section III.4 outlines the mathematics behind the image processing
functions, camera parameters, descriptor matching and the registration. Section III.5
explains the steps behind the most effective corner detector used in the SLAM ap-
plications. Section III.6 presents how the most popular feature descriptors—which
are used for comparison in this work—organize the extracted low-level data to obtain
robust local features. In Section III.7 we explain the method used in the Random
Forest classifier followed by the final Section III.8 offering a detailed overview of the
elements of the Simple Genetic Algorithm.

III.2. Augmented Reality

The definition of Azuma et al. (2001) synthesized AR in three common char-
acteristics:

1. It combines the real and digital objects in a real environment

2. It runs interactively and real time

3. It registers or aligns the real and virtual objects with one and other in 3D

This general definition grasp the concept of the AR very well, but there are are
more categories and definitions to describe and explain better the large compound
of AR applications.
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(a) (b)

Figure 3.1: Schemes based on the real world and camera relation: (a) World fixed
AR, (b) Camera fixed AR

Source: Lovato, 2015; Velez, 2011

The AR systems can be organized in various categories. For the registration
of virtual elements to the real objects we have to know the relation and position of
the camera and real world. Based on this relationship we can talk about:

• World Fixed
Applications where the camera moving freely around the environment (eg. a
mobile application) and the real environment is “fixed” (Figure 3.1 (a)).

• Camera Fixed
Set-up where the camera is fixed (eg. webcam on a computer for browser
based AR) and the real world object (eg. a marker) is moving freely around the
environment (Figure 3.1 (b)).

The other important factor is the display technology used in AR. It affects how
and what we can show in the application. Billinghurst et al. (2015) categorize the
AR displays in two levels. The first is following the taxonomy of Bimber and Raskar
(2003) illustrated in Figure 2.6 the possible spatial places where the image can be
reproduced, the display can be located on the user and real world object. They
categorize the display technology into three different groups:

• Head attached
The display is directly connected with or attached to the head, as head mounted
optical or video see-through displays or projectors which will be discussed later.

• Body attached
The display is still attached to the body but not so close to the head. In this
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(a) (b) (c)

Figure 3.2: Display locations: (a) Head attached display, (b) Body attached display,
(c) Spatial display

Source: Billinghurst et al., 2015

class, we talk about the hand-held displays (e.g., mobile phone, tablet) or port-
able projectors

• Spatial
The display is not joined up with the body and can have fair distance between
them. Here are the spatial see-through displays(e.g., see-through displays in
military cockpits) and the spatially aligned projectors.

The displays also can be categorized via the techniques how the virtual and
the real images are mixed. Billinghurst et al. (2015) separate the displays also into
three classes:

Virtual images 
from monitors  

Real 
World  

Optical 
Combiners 

Real 
World  

Video 
cameras 

Monitors 

Graphics 

Combiner 

Video 

(a) (b)

Figure 3.3: HMD schemes: (a) The Video see-through, (b) Optical see-trough
Source: Billinghurst et al., 2015

• Video see-through displays
The scene is observed by a camera, and the graphics are overlaid through a
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combiner unit on the video stream and sent to the monitors (Figure 3.3 (a)).
The strength of this display that it creates a total occlusion blocking the real
world image. To the monitor, the real world arrives as digitalized stream which
makes more flexible the composition and offers more registration and calib-
ration strategies. But this approach has it’s limitations because the camera’s
narrow field of view and low contrast allow seeing only a fraction of the real
world and if the power goes, nothing can be seen. This mixing technique is
used also in the hand-held displays and monitor based AR.

• Optical see-through display
The user wears a see-through display which contains an optical combiner
where the real world image and the digital graphics merged (Figure 3.3 (b)).
The advantage of this process that we have a wide field of view with high
contrast and color resolution, and when the power goes the real world is still
visible.The significant disadvantages that the projected virtual objects always
appear as translucent, low contrast ghosts (Maimone et al., 2013) floating in
front of the actual scene because there is no technology to entirely blocking out
the real scene with a beam splitter.

Last surface of
projection optics

Microdisplay

User’s eye

Beam
Splitter

Retro-reflective Material

Projection optics

Pupil

Figure 3.4: The Head Mounted Projective Display (HMPD) scheme
Source: Billinghurst et al., 2015

• Projective displays
The user wears a projector on the head that casts an image onto the scene
which reflects back a visible imagery using a reflective material in the scenery
(figure 3.4). The advantage of this method is that the combination of real and
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virtual appears in the physical real world object in the correct depth, and the re-
flective material can be used to occlude disruptive elements of the environment.
But the retro-reflective tape cannot be put everywhere in the real environment,
and another negative point is that only the closer objects can be seen sharp as
the intensity falls with the square of the distance.

III.2.1. Tracking

According to Chinthammit et al. (2003) in both static and dynamic errors of the
Rendering is accounted for the major flaws in the AR systems. In the following we
will see how the different tracking technologies try to define the position (x, y, z) and
orientation (r, p, y) of the device indoor or outdoor based on the available incoming
data.

Table 3.1: Comparison of common tracking technologies. Range: size of the region
that can be tracked within. Setup: amount of time for instrumentation and
calibration. Precision: granularity of a single output position. Time: dur-
ation for which useful tracking data is returned (before it drifts too much).
Environment: where the tracker can be used, indoors or outdoors

Technology Range
(m)

Setup
time(h)

Precisioon
(mm)

Time
(s) Environment

Optical:
marker-based 10 0 10 ∞ in/out

Optical:
markerless 50 0-1 10 ∞ in/out

Optical:
outside-in 10 10 10 ∞ in

Optical:
inside-out 50 0-1 10 ∞ in/out

GPS ∞ 0 8,000 ∞ out

WiFi 100 10 74,000 (outside)
1,000 (inside) ∞ in/out

Accelerometer 1,000 0 100 1,000 in/out
Magnetic 1 1 1 ∞ in/out
Ultrasound 10 1 10 ∞ in
Inertial 1 0 1 10 in/out
Hybrid 30 10 1 ∞ in/out

Source: Carmigniani and Furht, 2011
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Sensory only tracking

These applications use only sensors to estimate the device’s pose about the
real world. The approach can use a single sensor or a fusion of various sensors
to perform the tracking. The most common sensory information that is used in AR
applications are the following (Roberto et al., 2016):

Active sensors

We are talking about active sensors when it receives external data for tracking
and localization. The most common active sensor used in AR:

(1) The GPS receiver is available in most of the latest model of mobile phones.
It can provide location, speed, and time information to the client under any
weather condition. Most of these mobile phones use Assisted GPS (A-GPS)
technology (Zandbergen, 2009). As the cell phones are equipped with a very
basic GPS device, the A-GPS processes the "satellite orbit and clock inform-
ation, the initial position and time estimate, the satellite selection, range and
range date, and position computation"(ibid.) on a remote server. The GPS and
A-GPS regularly fail indoors and is inaccurate in urban areas due to reflections
from buildings.

(2) WiFi positioning exploits the WiFi access points (APs) to define position. The
WiFi signals normally have an omnidirectional reach of several hundred meters.
The approach calculates the position from the APs in range taking advantage
that in urban areas the APs has high density, and the signals usually overlap.
The method is functioning well indoor environments and densely populated
outdoor areas. Also, advantage that the device does not require connection to
the WiFi network for the positioning.

(3) The tracking based on Cell location uses the cellular towers as reference point
to calculate the position of the device by triangulation. The technique was cre-
ated to track the device while it is traveling through the network, as it is connect-
ing to the tower with the strongest field strength. The accuracy of this method
depends on the tower density, topography, and obstacles among others.
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According to Zandbergen (2009) the biggest problem with these sensors is the
insufficient position accuracy therefore only usable for applications where precision
is not necessary. The measured average median error was 8 meters in the case
of GPS units, 74 meters through WiFi and 600 meters when using cell towers for
positioning.

Inertial

We call inertial sensors the sensors that are measuring the relative change in
the device’s state of motion.

(1) The accelerometer detects tri-axis motion changes of the mobile devices. Ac-
cording to Williamson and Murray-Smith (2010) the accelerometers has a relat-
ively fast update rate, but the errors can amplify quickly as each measurement
depends on the preceding data. Frequently needed error correction or a high-
pass filter to eliminate drifts and inaccuracies.

(2) Gyroscope returns information about the device’s orientation measuring angu-
lar velocity. It does not provide information about location only reports values
about the yaw, pitch, and roll. This denomination of angles depicted from the
aircraft’s rotation around the principal axes. The yaw, pitch and roll refer ac-
cordingly to the rotation around the z, y, and x-axes.

(3) The compass give old fashion information about the orientation on the cardinal
directions.

Vision only tracking

This tracking method only uses camera image for position and orientation
calculation. As we can see on Figure 3.5, the visual tracking pipeline is the following:

(1) The image frame is being captured by the systems camera. Usually, the image
is converted to a one channel greyscale image because it is faster to calculate
and cheaper to store.
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Figure 3.5: Vision only tracking system overview
Source: Radkowski and Oliver, 2013

(2) A series of image processing function—e.g. histogram equalization or blurring
among others—are applied to images to optimize the keypoint detection and
descriptor extraction.

(3) The keypoints are specified. There are many techniques developed during the
years, some defines the interest points around the corner features, like FAST
(in Section III.5), others combine the keypoint detection with the descriptor ex-
traction, using the prior as distinctive feature or as orientation information, like
SIFT and SURF (in Section III.6). Also, some approaches specify the keypoint
all over the frame to extract the most information possible.

(4) At the keypoint coordinates an area is specified from where the algorithm col-
lects a vector of selective and distinctive information (in Section III.6). The
information has to be invariant to light condition and geometrical changes as in
the sequential frames the descriptor is matched with vectors that are taken from
images captured under different light conditions and camera orientation. The
composition of the descriptor has to be balanced as its calculation cannot cre-
ate latency, and its features cannot cause misalignment. In other words it has
to be small in size and robust in description (see the size and characteristics of
latest and most used descriptor in Table 2.2 and 2.3).

(5) The system matches the calculated descriptors with descriptors extracted from
a visual marker or with descriptors saved in previous frames into a parallel
map. Either way they are compared calculating the vector distance between the
descriptors using Brute Force (Section III.4.6.1) or FLANN (Section III.4.6.2)
technique. The distance measure depends on the descriptor value type. If the
descriptors are floating point types—like the descriptors from Table 2.2—the
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algorithm uses Euclidean distance , in the case of binary descriptors—like the
examples from Table 2.3—the Hamming Distance is used.

(6) After the algorithm matched from different frames the same keypoints, the cam-
era pose for localization and the Homography matrix for transformation is being
estimated (Section III.4.8).

(7) In the last step, the Homography matrix is used for the conversion of the virtual
object to align with the marker or natural feature.

These steps are taken in a loop along the functioning of the AR application.

Sensory and vision based tracking

These mixed tracking methods use the same pipeline for tracking, but with the
aid of one or multiple sensory. The sensory information adjusts and completes the
visual tracking information to achieve a more robust registration. For example, Kurz
and Benhimane (2011) proposed a mixed tracking technique was calculating gravity
vector at the feature point. First, the approach calculates the gravity vector of the
internal sensor and the ground truth

gsensor =

cosαs cos βs

sinαs cos βs

sin βs

 and ggtruth =

cosαg cos βg

sinαg cos βg

sin βg

 (III.1)

and then the gravity vector is synthesized as

gsynth(t) =

cos(αg(t+ δ∗) +X) cos(βg(t+ δ∗) + Y )

sin(αg(t+ δ∗) +X) cos(βg(t+ δ∗) + Y )

sin(βg(t+ δ∗) + Y )

 (III.2)

Another example is the sensor fusion with PTAM by Porzi et al. (2012). Here
the base approach is to improve PTAM’s positioning estimation using the mobile
device’s accelerometer and gyroscope. The problem of PTAM that the pose es-
timation gets increasingly difficult with the time as the recorded data exponentially
growing and the pose estimation function has to compare more and more informa-
tion.
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Distributed tracking

The distributed tracking approaches present the most sophisticated tracking
structure among all. As we can observe on Figure 3.6, the technique pushes one
step ahead the tracking, exploiting all the resources a mobile device can offer. The
separated client and cloud modules serve different purposes. The client side used
only acquisition and display while the server takes care of the heavy calculation. The
information from the camera and the inertial sensors are sent to the server for pose
estimation and localization to the remote server. The system here runs the descriptor
acquisition, matching, pose estimation, and localization before sending back to the
client the necessary information for display. The framework weakness also comes
from the distributed workflow, as the system’s speed mainly depends on the wireless
connection.
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3D points
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Figure 3.6: Distributed Tracking System overview
Source: Ventura and Hollerer, 2012
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III.2.2. Registration

To create plausible and convincing AR application, it is inevitable that the re-
gistration being accurate and robust. The registration is the precise alignment of real
and virtual objects. The aim of the registration is to anchor the virtual 2D planes or
3D objects frame by frame to the real world marker or natural feature. It is neces-
sary that the application solves all the obstacles that cause the registration’s static
and dynamic errors. To resolve the static errors the camera has to be calibrated
precisely, the extrinsic parameters, the detected points 3D world coordinates and
consequently the homography matrix (Section III.4.8) needs to be calculated accur-
ately. The latency that causes the dynamic errors in the application can be resolved
by choosing the pipeline elements well. In other words robust and fast keypoint
detector and descriptor calculator, suitable for the devices parameters and for the
environment.

III.3. Simultaneous Localization And Mapping

III.3.1. Parallel Tracking And Mapping

The reason Klein and Murray (2007) ground breaking work on Parallel Track-
ing And Mapping has been chosen for the project not only for the ability of tracking
and translating feature points of an unknown the environment into 3D map point, but
for its architecture which offers the opportunity to run data processing without break-
ing the feature tracking, and for the large amount of data presented by the system.
The essence of the method is encapsulated in the name of the system. The feature
tracking and the map making are separated into two parallel threads.

Tracker

The tracking is processing every frame received from a hand-held camera and
estimates the camera pose relative to the map. The initialization sets up the base of
the map which used by the tracker throughout the course. The following steps are
taken during the tracking:

1. The incoming images are converted into a four-level greyscale pyramid. On
each level they run the FAST-10 corner detector by Rosten and Drummond
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(2006), and estimate a prior for the camera pose ECW in world coordinate frame
W. This 4×4 matrix contains the rotation and translation vector of the camera.

2. The map points are projected firstly by transforming the map points from the
world coordinates frame to the camera-centred coordinate frame using the pre-
viously estimated camera pose ECW . After that using a calibrated camera pro-
jection model to project the points to the image. The changes in the camera
pose is represented by a 4×4 M camera motion matrix. E ′

CW = MECW

3. The current frame is searched for 50 map points over a large radius. A fixed
range search is done around the predicted locations on each pyramid level, to
be able to find the map point on the image.

4. After the successful search, the new camera pose is computed and updated
from the found patch positions.

5. After the new camera pose is computed, the system re-projects a far larger
number of potentially visible image patches and performs a tight patch search
on the same image.

6. The system evaluates the tracking quality. If it falls under a certain threshold,
the tracker runs as normal but is not allowed to send a new keyframe to the
mapmaker. If the poor tracking continues for a few frames and the system is
not able to connect with previous keyframes, the tracking is considered lost and
a recovery initiated. If the tracking is right, the final pose estimate is computed
for the frame.

As on Figure 3.7 we can observe as the system projects back the tracked
feature points to the actual frame. This feature can be switched off when a virtual
object is augmented. The colours of the points represent the level of pyramid they
were tracked. The red colour represents the features tracked on the top level of
the pyramid, meanwhile the other colours are the reference to the feature patches
tracked in lower level. They are only references because the actual pixel information
of patch is not stored in the system, just receiving a reference point on the top level
of the pyramid.
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Figure 3.7: Tracked point overlaid on image
Source: Takács, 2013

The Mapmaker

The simultaneously running Mapmaker is being initialised from a stereo pair
image and extended with every newly added keyframe. The initialisation is done by
the user panning the camera horizontally minimum 10 cm to get a good pair of image
(Figure 3.8.). 1000 2D FAST corners are tracked between the pair from which the
five-point algorithm and RANSAC estimate and triangulate the base map. After the
initialization, the system inserts a keyframe passing a minimum distance in space
and time after the last keyframe and with epipolar search the correspondence is
established with the new keyframe. Because the full bundle adjustment for all the
keyframes would be an increasingly expensive problem in a steadily growing map,
local bundle adjustment is used after the first two frames. The pose of a subset
of keyframes, the most recent and its closest neighbours, are adjusted. The Map
consists a collection of data:

1. M point features, each jth point:

• represents a locally planar 8×8 square texture patch

• has coordinates pjW = (xjW yjW zjW 1)T in coordinate frameW

• has unit patch normal nj

• if the point is not from the top level of the image pyramid, has a reference
to the Source patch on the Source level of the pyramid
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Figure 3.8: Initialization
Source: Takács, 2013

2. N keyframes each contains:

• snapshot taken by the camera

• a four levels pyramid of greyscale images, the sub-samples of the snap-
shot, constructed in the tracking

• the transformation between a unique camera-centred coordinate frame
and the world

Figure 3.9: Map points
Source: Takács, 2013
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Despite the robustness of the application, Klein and Murray (2007) describe various
ways when the system can fail:

• The tracking

– Rapid camera movements decimates the tracked corner features in the
image.

– Repeated structure produce large number of outliers

• The mapping

– When the inserted information into the map is incorrect

– When the "real-world scene" changes substantially and permanently.

And most importantly PTAM does not contain information about object’s type and
nature where the points are detected from. That structural information could help
for the system to recover from a tracking and registration failure such as Guan and
Wang (2009) proposed in their work.

To be able to overcome this flaw in the system, and make "visible" for the
system these features, we aim to create an auto-segmentation function extending
PTAM’s arms towards the wall.
As PTAM runs parallel the tracking and the map making, and the tracking has to
run and exceed at least 20 frames before adding a new keyframe to the map, the
map making thread has free time to do computation without stopping the tracking
from running. Therefore, the project is focusing on the adjustment of the map maker.
To enhance PTAM’s senses first, we have to structure the existing point cloud into
clusters make and then train PTAM to be able to segment this already segmented
data into more meaningful classes.

III.4. Mathematics behind the application

In this section we will present the mathematics behind the research algorithm.
First we will introduce the image processing functions used in the preparation and
descriptor calculation period. The comparison method that used for matching evalu-
ation Also we will explain the geometry behind the camera, that is used for alignment,
projection and detection.
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III.4.1. Image Processing

These functions are important elements during the preparation for the local
feature acquisition. All of these function has its own function to extract the most
distinctive feature from the image.

Color Spaces

Most the classical AR systems and CV applications (e.g. PTAM (Klein and
Murray, 2007) or SIFT (Lowe, 2004)) use greyscale images for image processing
and information acquisition as it is convenient in size and computing. On the other
hand, the color data is relevant in CV because it offers extra information about the
same environment that can be exploited during the process. Along the years has
been developed different theories to descode the same tristimulus light wave. In
the following list, we will present the color channels that we considered during the
investigation.

RGB

The most common additive colour model with Red, Green, and Blue channels.
The color camera obtains the R,G,B values through

R =

∫
λ

E(λ)S(λ)fR(λ)dλ, G =

∫
λ

E(λ)S(λ)fG(λ)dλ, B =

∫
λ

E(λ)S(λ)fB(λ)dλ

(III.3)

where E(λ) is the spectral power distribution, S(λ) is the light reflected by
objects and three separate color matching function fC(λ) forC ∈ {R,G,B} of the
camera or observer. According to Shih and Liu (2005) the RGB channels are sens-
itive to luminance, surface orientation, and other photographic conditions. Therefore
the RGB values are normalized to the rgb space to reduce the sensitivity.

r =
R

(R +G+B)
, g =

G

(R +G+B)
, b =

B

(R +G+B)
(III.4)
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CIE XYZ

As the RGB values cannot represent all visible colors, using only positive val-
ues, therefore Commission Internationale de l’Éclairage (CIE) in 1931 defined the
XY Z . The tristimulus values for a color with a spectral power distribution E(λ), are
given in terms of the standard observer by:

X =

∫
λ

E(λ)S(λ)x̄(λ)dλ, Y =

∫
λ

E(λ)S(λ)ȳ(λ)dλ, Z =

∫
λ

E(λ)S(λ)z̄(λ)dλ (III.5)

where x̄,ȳ and z̄ are the CIE color matching functions of the 2o CIO standard observer
(Gevers, 2001). The other way is to compute based on the RGB values:

 X

Y

Z

 =

 0.607 0.174 0.200

0.299 0.587 0.114

0.000 0.066 1.116


 R

G

B

 (III.6)

These color features are hardly visible for human eye, as the they are too
saturated. The characteristics of the XY Z system (Stanescu et al., 2009): the lu-
minance is represented only by the Y value, device independent, not perceptual
uniform, not intuitive, linear transformation, dependent on viewing direction, object
geometry, direction, intensity or color of the illumination and highlights.

CIE L∗u∗v∗

This color model is a simple-to-compute transformation of the CIE XYZ color
space trying to achieve perceptual uniformity. L for lightness—determined only by Y
value—and (u, v) for chromaticity.

L∗ =

(29
3

)3Y/Yn, Y/Yn ≤ ( 6
29

)3

116(Y/Yn)
1
3 − 16, Y/Yn > ( 6

29
)3

u∗ = 13L∗ · (u′ − u′n)

v∗ = 13L∗ · (v′ − v′n)
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where

u′ =
4X

X + 15Y + 3Z

v′ =
9Y

X + 15Y + 3Z
(III.7)

device independent, perceptual uniform, not intuitive, nonlinear transformation
and dependent on viewing direction, object geometry, direction, intensity or color of
the illumination and highlights.

CIE L∗a∗b∗

Has similar characteristics as the L∗u∗v∗ model, L for lightness, a and b for
the color-opponent dimensions, based on non-linearly compressed CIE XY Z color
space coordinates

L∗ = 116f(Y/Yn)− 16

a∗ = 500 [f(X/Xn)− f(Y/Yn)]

b∗ = 200 [fY/Yn)− f(Z/Zn)]

where

f(t) =

t
1
3 if t > ( 6

29
)3

1
3
(29

6
)2t+ 4

29
otherwise

(III.8)

The characteristics of both CIE L∗u∗v∗ and CIE L∗a∗b∗ according to Stanescu
et al. (2009): device independent, perceptual uniform, not intuitive, nonlinear trans-
formation and dependent on viewing direction, object geometry, direction, intensity
or color of the illumination and highlights.

YCBCR

In this model the Y is the luma component and CB and CR are the blue-
difference and red-difference chroma components calculated from the RGB color
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space. The Y CBCR is the digital version of the Y UV color model. Its characteristics
(Chiang et al., 2012): is a linear transformation and it is easier for design and oper-
ation in the hardware implementation, the current display devices for LCD-TV, digital
TV, and HDTV all use the YCbCr color space model.

Y = 0.299 ·R + 0.587 ·G+ 0.114 ·B

CB = (B − Y ) · 0.564 + delta

CR = (R− Y ) · 0.713 + delta

where

delta =


128 for 8-bit images

3278 for 16-bit images

0.5 for floating-point images

(III.9)

HSV

Cylindrical representation colour space with channel H for Hue—the color—,
S Saturation—the intensity of the color—, and V for Value—the brightness of the
color—. This model describes the colors in more visually understandable terms,
close to the artists’ terms.

V = max(R,G,B)

S =


V−min(R,G,B)

V
if V 6= 0

0 otherwise

H =


60(G−B)/(V −min(R,G,B)) if V = R

120 + 60(B −R)/(V −min(R,G,B)) if V = G

240 + 60(R−G)/(V −min(R,G,B)) if V = B

(III.10)

The characteristics of this space (Stanescu et al., 2009):device dependent,
not perceptual uniform, intuitive, nonlinear transformation.

If H < 0 then H = H + 360
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HSL

Cylindrical representation colour space with channel H for Hue, S Saturation,
and L for Lightness. It is really similar to the HSV color model. Apart of the name
"lightness" replaces the "brightness" the difference between the two color mode is
that the lightness of a pure color is equal to the lightness of a medium gray, meantime
the brightness is equal to the brightness of white.

Vmax = max(R,G,B)

Vmin = min(R,G,B)

L =
Vmax + Vmin

2

S =

Vmax−Vmin
Vmax+Vmin

if L < 0.5

Vmax−Vmin
2−(Vmax+Vmin)

if L ≥ 0.5

H =


60(G−B)/S if Vmax = R

120 + 60(B −R)/S if Vmax = G

240 + 60(R−G)/S if Vmax = B

(III.11)

If H < 0 then H = H + 360

Opponent RGB

The Opponent RGB color channels, where the color space calculated from
the basic R,G,B values and contains one intensity (O3) and two chromaticity or
color channels (O1 and O2).

 O1

O2

O3

 =


R−G√

2

R+G−2B√
6

R+G+B√
3

 (III.12)

According to Van de Sande et al. (2010) the model is invariant to light intensity
changes and shifts.
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Input image Color Space Transform
(RGB to YCbCr)
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Modified HE
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Correction
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Map

+
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Cb,Cr
Cbout,Crout
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Figure 3.10: Adaptive Height-Modified Histogram Equalization
Source: Kang et al., 2011

Histogram equalization

To create more illumination balanced images, the function calculates the prob-
ability density (P (k)) of the image from which remaps the pixel values.

P (k) =
h(k)

N
for k = 0, 1, . . . , L− 1 (III.13)

where h(k) is the number of pixels with gray-level k and N is the total number of
pixels. The cumulative density function can be obtained:

C(k) =
k∑

m=0

P (m) for k = 0, 1, . . . , L− 1 (III.14)

Finally the mapping function is calculated from C(k)

k̃ = (L− 1)× C(k) (III.15)

where k̃ is the remapped luminance level for k input value. In the case of color im-
ages Kang et al. (2011) uses YCbCr color space as it preserves detailed information
of luminance component better than any other color spaces. We make the histo-
gram Equalization on the Y intensity plane and also chroma correction (Eq. III.16) to
enhance color purity before transform back to the RGB color space (Figure 3.10).
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Yout = YAHMHE

Cbout = s× (YAHMHE/Yin)× (Cbin − 128) + 128

Crout = s× (YAHMHE/Yin)× (Crin − 128) + 128 (III.16)

Where 128 is subtracted from the chroma components, then multiplied with
the YAHMHE and Yin ration. Next step, the values are multiplied by parameter s
where s > 1, and finally add 128 to get the corrected chroma components (Cb,Cr).

Gaussian blur

The Gaussian filter is used to smooth the image and clean the noise from the
image. In general form the function follows the Gaussian distribution in concentric
circles. Parameter σ define how flattened is the Gaussian curve around point x, y, in
other words the larger the sigma, the larger is the area modified by the function.

G2D(x, y, σ) =
1

2πσ2
e−

x2+y2

2σ2 (III.17)

The method adds to the center pixel from its value multiplied by the kernel
weight. In image processing the calculation is done with filters where the kernel size
is (2k + 1) × (2k + 1). As it follows the probability function the kernel values always
have to add up to 1. For example (with σ = 1.4):

B =
1

159


2 4 5 4 2

4 9 12 9 4

5 12 15 12 5

4 9 12 9 4

2 4 5 4 2

 ∗ A (III.18)

Where A is the incoming image and B is the blurred image.

Pixel Gradient calculation

The gradient of an image is used for obtain information from images. The
gradient measures the intensity changes on pixel level on x and y direction. The
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general form is the following

∇f =

[
gx

gy

]
=

[
∂f
∂x
∂f
∂y

]
, θ = tan−1

[
gy
gx

]
(III.19)

where the ∂f
∂x

returns the gradient in x direction and ∂f
∂y

in y direction. Then the
gradient direction θ is calculated from:

θ = tan−1
[
gy
gx

]
(III.20)

Normally used convolutional filter in both direction to extract such information.
The most used filters are the Sobel operator (Eq. III.21) and the Prewitt operator
(Eq. III.22). Prewitt is much simples to calculate but is more sensitive to noise.

Gx =

 −1 0 +1

−2 0 +2

−1 0 +1

 ∗ A and Gy =

 −1 −2 −1

0 0 0

+1 +2 +1

 ∗ A (III.21)

Gx =

 −1 0 +1

−1 0 +1

−1 0 +1

 ∗ A and Gy =

 −1 −1 −1

0 0 0

+1 +1 +1

 ∗ A (III.22)

Canny edge detection

The method was proposed by Canny (1986), detects structural information
about objects on the image. The Canny detectors follow the following steps:

1. The algorithm blurs the image with Gaussian blur to remove noise and unne-
cessary details.

2. Calculates intensity gradients on the image running Sobel or Prewitt operators

3. Applies non-maximum suppression to remove the points that are not part of the
local maxima.
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4. Applies double threshold to determine potential edges

5. Tracking edges by hysteresis, following the candidates in orthogonal direction
to the gradient, until the gradient magnitude drops below a threshold.

Image transformation

During the project we used two type image transformation matrices, the Ro-
tation and Affine Transfromation matrices that are calculated by OpenCV (Bradski,
2000).

Rotation and Resize

The matrix is calculated using the following parameters: the center of rotation
in the image, the rotation angles, and the isotropic scale factor to change the size of
the image.

M =

[
α β (1− α) · center.x− β · center.y
−β α β · center.x+ (1− α) · center.y

]

where

α = scale · cos angle

β = scale · sin angle (III.23)

Affine Transformation

The Affine Transformation Matrix builds up from rotation matrix A and the
translation matrix B. The result 2× 3 matrix is used for the affine transformation.

A =

[
a00 a01

a10 a11

]
2×2

B =

[
b00

b10

]
2×1

T = A ·

[
x

y

]
+B =

[
a00x+ a01y + b00

a10x+ a11y + b10

]
(III.24)
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III.4.2. Invariant features

Ivariant Color features

Gevers’ invariant features

Gevers and Smeulders (1999) presented a color model l1, l2, l3 is proposed
uniquely determining the direction of the triangular color plane in RGB-space. Ac-
cording to Stanescu et al. (2009) the feature characteristics are: nonlinear trans-
formation, object geometry, direction and intensity of the illumination and highlights.

l1 =
(R−G)2

(R−G)2 − (R−B)2 − (G−B)2
,

l2 =
(R−B)2

(R−G)2 − (R−B)2 − (G−B)2
,

l3 =
(G−B)2

(R−G)2 − (R−B)2 − (G−B)2

(III.25)

Gevers and Smeulders (1999) proposed another group of invariant features,
denoted c1, c2, c3. These are photometric color invariant features for Matte, Dull sur-
faces, with the assumption that for a "matte surface under ideal white illumination,
the ratio of color component pairs is invariant to the light’s intensity and direction,
and to the view direction"(Muselet and Funt, 2013).

c1 = arctan

(
R

max{G,B}

)
,

c2 = arctan

(
G

max{R,B}

)
,

c3 = arctan

(
B

max{R,G}

)
(III.26)

Geusebroek’s invariant features

Geusebroek et al. (2001) based the color invariant features on the Gaussian
color model, where the Ê, Êλ, and Êλλ represents the three sensors whose spectral
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sensitivities are the 0, 1st, and 2nd-order derivatives of the Gaussian function. The
Gaussian color model calculated from the RGB terms:

 Ê

Êλ

Êλλ

 =

0.06 0.63 0.27

0.3 0.04 −0.35

0.34 −0.6 0.17


RG
B

 (III.27)

The ratio at pixel P of the Gaussian color components Êλ(P ) and Êλλ(P ) is
independent of the intensity and incident angle of the light as well as of the view
direction and the presence of specular highlights for a surface with neutral interface
reflection under ideal white illumination (Muselet and Funt, 2013).

H =
Êλ(P )

Êλλ(P )
(III.28)

The ratio between the components Êλ(P ) and Ê(P ) is independent of the light
intensity or direction of the incident light and view direction.

C =
Êλ(P )

Ê(P )
(III.29)

Mean and Standard deviation

The mean (µ) calculates the average value of an image or patch, summing
up the pixel values (I(x, y)) and divided by the number pixels (N ). The standard
deviation (σ) defines the dispersion around the mean.

µ =
1

N

∑
x

∑
y

I(x, y), σ =

√
1

N

∑
x

∑
y

I(x, y)− µ (III.30)

Central Moments

To get shape information we calculate the normalized central moments for
each channel over the image patch. At first we calculate the zero-order M00—
represents the total mass of the image or patch—and the two first-order M10,M01
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raw image moments.

Mij =
∑
x

∑
y

xiyjI(x, y) (III.31)

then the two components of the mass center (y, y):

x =
M10

M00

, y =
M01

M00

(III.32)

The Central moment—where the sum of the p, q ∈ N subscript of µpq specify the
order of the moment—defined as:

µpq =
∑
x

∑
y

(x− x)p(y − y)qI(x, y) (III.33)

Finally the moment is normalized by a proper power of µ00:

µ̃pq =
µpq
µw00

, where w =
p+ q

2
+ 1 (III.34)

The following characteristics have the different order central moments:

• 2nd order central moments describe the variance and measure 2D elliptical
shape.

• 3rd order central moments give symmetry information about the 2D shape or
skewness.

• 4th order central moments define 2D distribution as tall, short, thin or fat .

• 5th order central moments calculates further shape parameters.

Hu moments

Based on normalized central moments (µ̃pq), Hu (1962) introduced seven mo-
ments, that are invariant to translation, scale and an in-plane rotation around the
origin.

φ1 = µ̃20 + µ̃02, (III.35a)

φ2 = (µ̃20 − µ̃02)2 + µ̃2
11, (III.35b)
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φ3 = (µ̃30 − µ̃12)2 + (µ̃21 − µ̃03)2, (III.35c)

φ4 = (µ̃30 + µ̃12)2 + (µ̃21 + µ̃03)2, (III.35d)

φ5 = (µ̃30 − 3µ̃12)(µ̃30 + µ̃12)
[
(µ̃30 + µ̃12)2 − 3(µ̃21 + µ̃03)2

]
+ (3µ̃21 − µ̃03)(µ̃21 + µ̃03)

[
3(µ̃30 + µ̃12)2 − (µ̃21 + µ̃03)2

]
,

(III.35e)

φ6 = (µ̃20 − µ̃02)
[
(µ̃30 + µ̃12)2 − (µ̃21 + µ̃03)2

]
+ 4µ̃11(µ̃30 + µ̃12)(µ̃21 + µ̃03),

(III.35f)

φ7 = (3µ̃21 − µ̃03)(µ̃30 + µ̃12)
[
(µ̃30 + µ̃12)2 − 3(µ̃21 + µ̃03)2

]
− (µ̃30 − 3µ̃12)(µ̃21 + µ̃03)

[
3(µ̃30 + µ̃12)2 − (µ̃21 + µ̃03)2

]
,

(III.35g)

Affine Moment Invariant

Suk and Flusser (2004) presented 10 affine moment invariant feature up to
the 5th order in explicit forms based on central moments(µpq). They recommended
for object recognition application as they provide discrimination power.

I1 = (µ20µ02 − µ2
11)/µ4

00, (III.36a)

I2 = (−µ2
30µ

2
03 + 6µ30µ21µ12µ03 − 4µ30µ

3
12 − 4µ3

21µ03 + 3µ2
21µ

2
12)/µ10

00, (III.36b)

I3 = (µ20µ21µ03 − µ20µ
2
12 − µ11µ30µ03 + µ11µ21µ12

+ µ02µ30µ12 − µ02µ
2
21)/µ7

00,
(III.36c)

I4 = (−µ3
20µ

2
03 + 6µ2

20µ11µ12µ03 − 3µ2
20µ02µ

2
12 − 6µ20µ

2
11µ21µ03

− 6µ20µ
2
11µ

2
12 + 12µ20µ11µ02µ21µ12 − 3µ20µ

2
02µ

2
21

+ 2µ3
11µ30µ03 + 6µ3

11µ21µ12 − 6µ2
11µ02µ30µ12

− 6µ2
11µ02µ

2
21 + 6µ11µ

2
02µ30µ21 − µ3

02µ
2
30)/µ11

00,

(III.36d)

I5 = (µ40µ04 − 4µ31µ13 + 3µ2
22)
/
µ6

00, (III.36e)

I6 = (µ40µ22µ04 − µ40µ
2
13 − µ2

31µ04 + 2µ31µ22µ13 − µ3
22)/µ9

00, (III.36f)

I7 = (µ2
20µ04 − 4µ20µ11µ13 + 2µ20µ02µ22 + 4µ2

11µ22

− 4µ11µ02µ31 + µ2
02µ40)/µ7

00,
(III.36g)
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I8 = (µ2
20µ22µ04 − µ2

20µ
2
13 − 2µ20µ11µ31µ04 + 2µ20µ11µ22µ13

+ µ20µ02µ40µ04 − 2µ20µ02µ31µ13 + µ20µ02µ
2
22

+ 4µ2
11µ31µ13 − 4µ2

11µ
2
22 − 2µ11µ02µ40µ13

+ 2µ11µ02µ31µ22 + µ2
02µ40µ22 − µ2

02µ
2
31)/µ10

00,

(III.36h)

I9 = (µ2
30µ

2
12µ04 − 2µ2

30µ12µ03µ13 + µ2
30µ

2
03µ22 − 2µ30µ

2
21µ12µ04

+ 2µ30µ
2
21µ03µ13 + 2µ30µ21µ

2
12µ13 − 2µ30µ21µ

2
03µ31

− 2µ30µ
3
12µ22 + 2µ30µ

2
12µ03µ31 + 4µ4

21µ04 − 2µ3
21µ12µ13

− 2µ3
21µ03µ22 + 3µ2

21µ
2
12µ22 + 2µ2

21µ12µ03µ31 + µ2
21µ

2
03µ40

− 2µ21µ
3
12µ31 − 2µ21µ

2
12µ03µ40 + µ4

12µ40)/µ13
00,

(III.36i)

I10 = (−µ2
50µ

2
05 + 10µ50µ41µ14µ05 − 4µ50µ32µ23µ05 − 16µ50µ32µ

2
14

+ 12µ50µ
2
23µ14 − 16µ2

41µ23µ05 − 9µ2
41µ

2
14 + 12µ41µ

2
32µ05

+ 76µ41µ32µ23µ14 − 48µ41µ
3
23 − 48µ3

32µ14 + 32µ2
32µ

2
23)/µ14

00.

(III.36j)

III.4.3. Light condition modelling

We modelled the extreme lighting condition variations—which occurs in real-
world scenarios—by a diagonal mapping. We applied the photometric analysis and
a diagonal model of Van de Sande et al. 2010 to rate the robustness of the descriptor
against light changes. The matrix maps the colors captured under an unknown light
source u to their equivalent under the canonical illuminant c. Light intensity change
alters the pixel values multiplying with a constant factor (Equation III.37). Rc

Gc

Bc

 =

 a 0 0

0 a 0

0 0 a


 Ru

Gu

Bu

 (III.37)

Light intensity shift amends all color channels with the same constant across the
image (Equation III.38).  Rc

Gc

Bc

 =

 Ru

Gu

Bu

+

 o1

o1

o1

 (III.38)

Light color change modifies the color channels independently (Equation III.39). This
type of modification can model changes in the illuminant color and light scattering
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Van de Sande et al. 2010. To model these changes we used the RGB values cor-
responding to light color temperatures. Rc

Gc

Bc

 =

 a 0 0

0 b 0

0 0 c


 Ru

Gu

Bu

 (III.39)

(a) (b) (c) (d)

Figure 3.11: Light changes: (a) original image, (b) intensity change (a=3), (c) light
color change (3800K), (d) color shift (o1=100)

Source: Takacs, Toledano-Ayala et al., 2016

III.4.4. Distance Transform

Various segmentation algorithm (Fabbri et al., 2008; Wang and Tan, 2011)
uses this feature estimating the distance between the pixel and the nearest detec-
ted edge point. Its result values are higher when the points are farther away from
the edge, gradually changing color with the distance. Distance Transform helps the
forest to decide between patches from flat area and from information dense areas
as flat areas return the maximum values adding a real distinctive component to the
descriptor.

III.4.5. Distance metrics

For descriptor evaluation the algorithms use normally vector distance calcula-
tions to compare the similarity of a high dimensional descriptor. Different techniques
were used for floating point based or binary vectors, because of their characteristics.

Hamming Distance

This technique measures the binary difference or agreement between two bin-
ary vector with equal length. It can be implemented with a XOR operation followed by
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Figure 3.12: Results of the Canny edge detection and the distance transfer
Source: Takacs, Toledano-Ayala et al., 2016

a bit count operation. Descriptors like ORB, FREAK, BRISK, or BRIEF are measured
with this technique

Binary distance:3 = 10100010 = (01001110)XOR(11001100) (III.40)

Euclidean Distance

The classical distance measure in the Cartesian coordinate space calculates
the distance between point p and q.

d(p, q) = d(q, p) =
√

(q1 − p1)2 + (q2 − p2)2 + . . .+ (qn − pn)2

=

√√√√ n∑
i=1

(qi − pi)2 (III.41)

III.4.6. Descriptor comparison techniques

Brute Force matcher

The Brute Force (BF) comes from the fact that the technique compares the
descriptor with all the descriptors from the counterpart of the operation to find the
best match. It is a slow operation but brings the closest pair for the descriptor. For
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the operation it uses Hamming or Euclidean distances depending on the descriptor
type.

Fast Library for Approximate Nearest Neighbors

Fast Library for Approximate Nearest Neighbors (FLANN) is an optimized lib-
rary for matching in high dimensional spaces using fast approximate nearest neigh-
bor search. It is a much faster method, but it brings back an approximate, that is not
necessarily the best match.

III.4.7. Descriptor performance evaluation

Confusion Matrix

A confusion matrix (or error matrix) in machine learning used for measuring
the performance of supervised or unsupervised learning algorithm (Ting, 2010). It
is a 2-dimensional matrix (Figure 3.13) representing the predicted instances in the
columns and the actual instances in the rows. The True Positive (TP) cell represents
the all the positive examples that are correctly classified by a classification model.
The True Negative (TN) instances are elements that the correctly categorized as
non-member. There are two types of errors during the classification: False Positive
(FP) and False Negative (FN). The FP instances are examples of negative class
that has been incorrectly classified as positive. The elements in the FP class are
examples of positive class that have been incorrectly classified as negative.

Positive Negative
Positive TP FN
Negative FP TN

True
Condition

Predicted Condition

Figure 3.13: Confusion Matrix
Source: Ting, 2010

When we are making multiple class segmentation evaluation, we have to cal-
culate the positive and negative instances separately for each class. The cells in the
column under "Class 2" in the matrix (shown in Figure 3.14) present all the positive
predicted instances (the TP and the FP examples). The rest of the columns are the
negatively predicted instances: the FN, where the actual conditions are true, and the
TN cases, where the elements are correctly .
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Predicted Condition
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Figure 3.14: Confusion Matrix 2.

Performance evaluation metrics

Accuracy is a description of systematic errors. It shows how close are the
correct predictions to the actual conditions.

ACC =

∑
TruePositive+

∑
TrueNegative

TotalPopulation
(III.42)

Precision or Positive Predictive Value is the percent of the selected instances
that are correct.

PPV =

∑
TruePositive∑

TruePositive+
∑
FalsePositive

(III.43)

Recall or True Positive Rate is the measure of the retrieval performance. It
shows the ratio between the total retrieved relevant example and the total relevant
instances.

TPR =

∑
TruePositive∑

TruePositive+
∑
FalseNegative

(III.44)

Specificity or True Negative Rate measures the ratio of the correctly classi-
fied negative instances.

TNR =

∑
TrueNegative∑

TrueNegative+
∑
FalsePositive

(III.45)

Negative Prediction Value is the percent of the negative instances that are
correctly selected from the actual model.

NPV =

∑
TrueNegative∑

TrueNegative+
∑
FalseNegative

(III.46)
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F-Measure is used to evaluate the performance of the predictions.

F1 = 2 · Precision ·Recall
Precision+Recall

(III.47)

III.4.8. Camera base tracking parameters

The geometric model behind the camera image capture, largely influences
the tracking and registration. The goal of the pinhole camera model is to represent a
w = [u, v, w]T point of the 3D world coordinate system as x = [x, y]T on the 2D image
plane (Figure 3.15), learning the intrinsic, extrinsic, and camera distortion paramet-
ers. The intrinsic parameters are related to the internal geometry of the camera like
focal length, offset or skew. The extrinsic parameters describe the external paramet-
ers like position or orientation. Lastly the camera distortion parameters compensate
the lens deformations. In our description we will follow the modell description of
Prince (2012).

Intrinsic and extrinsic parameters

The w or optical axis—which crosses the image plane at the Principal point—
originates from the center point of the coordinate system is the Optical center or
Pinhole. The focal length is the distance measured between the Optical center and
the Principal point.

Ray

Object
in world

Principal
point

Image
plane

Focal length

Optical axis

Optical
center

Figure 3.15: Pinhole camera model
Source: Prince, 2012

The simplest camera model express x and y simply normalizing the u and
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v parameters by w, assuming that the focal length is 1. But the spacing of the
photoreceptors can differ in x and y directions, therefore the focal length parameters
(or scaling factors φx and φy) need to be applied:

x =
φxu

w
,

y =
φyv

w
(III.48)

As the principal point in digital images is at the top left corner, we have to add
δx and δy offset parameters to replace it to the center of the image plane. To complete
the camera model, the γ skew term—that moderates x as a function of v—need to
be introduced.

x =
φxu+ γv

w
+ δx,

y =
φyv

w
+ δy (III.49)

The intrinsic parameters then can be represented in the intrinsic matrix:

Λ =

 φx γ δx

0 φy δy

0 0 1

 (III.50)

To express the w point in an arbitrary world coordinates we have to transform
it with the extrinsic parameters, where Ω is the 3×3 rotation matrix, and τ is the 3×1

translation matrix:

 u′

v′

w′

 =

 ω11 ω12 ω13

ω21 ω22 ω23

ω31 ω32 ω33


 u

v

w

+

 τx

τy

τz

 , (III.51)

or
w′ = Ωw + τ (III.52)
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Radial distortion

y0 y0 y0

x0 x0 x0

No Distortion Barrel Distortion Pincushion Distortion

Figure 3.16: Radial distortion cases
Source: Majewski, 2015

The fact that the system counts with lenses to capture visible information from
larger are leads to deviation from the classical pinhole model. The curvature of
the optics cause different type of nonlinear warping (Figure 3.16), which magnitude
linked to the distance (r) from the image center. The corrected x′ and y′ are calcu-
lated by

x′ = x
(
1 + β1r

2 + β2r
4
)
,

y′ = y
(
1 + β1r

2 + β2r
4
)

(III.53)

where β1 and β2 are the control parameters for degree of distortion. According
to Prince (2012), these distortion is applied "after perspective projection (division by
w) but before the effect of intrinsic parameters (focal length, offset, etc.)".

Resolve parameters

There are three basic parameter group to find for a flawless AR system. All
three are prediction tasks for the different parameters of the model pinhole[w,Λ,Ω, τ ].
These parameters define the cameras position, orientation or projection parameters.
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Camera calibration

To be able to use the CV system, first needs define the camera’s intrinsic
parameters Λ. The process estimates Λ as maximum likelihood learning problem
based on I different 3D points {wi}Ii=1 of a known 3D object and their projections to
the image plane {xi}Ii=1:

Λ̂ = argmax
Λ

[
max
Ω,τ

[
I∑
i=1

log [Pr (xi|wi,Λ,Ω, τ)]

]]
(III.54)

The system eventually finds predictions for the extrinsic parameters Ω, τ , but
in this step only the calibration parameters Λ are important as they are saved in the
system and applied while the corresponding camera is in use. Meantime Ω, τ are
temporary parameters as the orientation and position—in the case of world fixed
AR—are constantly changing.

Exterior orientation

Once we know the camera’s intrinsic parameters Λ the next step is to infer the
orientation and position of the camera in the real world. The task is to predict with
maximum likelihood the extrinsic parameters Ω for rotation, and τ for translation. The
prediction is based on I 3D points of a known object {wi}Ii=1 and their projections to
the image plane {xi}Ii=1:

Ω̂, τ̂ = argmax
Ω,τ

[
I∑
i=1

log [Pr (xi|wi,Λ,Ω, τ)]

]
(III.55)

Deduce world points

The third problem is to estimate the 3D world position of point w based on
its projections {xj}Jj=1 (where J ≥ 2) to the image plain. When J = 2, the process
called calibrated stereo reconstruction—same as the initialization step of PTAM—,
and multiview reconstruction in the case of J > 2, which used to create in the SLAM
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applications the parallel 3D point map.

ŵ = argmax
w

[
J∑
j=1

log [Pr (xj|w,Λj,Ωj, τj)]

]
(III.56)

In other words, the given J calibrated cameras—knowing their Λj,Ωj, τj parameters—
try to establish the position of w via triangulation, having their own projected points
{xj}Jj=1 of these 3D world points.

Homography Matrix

In order to calculate the transformation between consequent image plains, the
system uses projective transformation or homography matrix. This matrix maps point
w = [u, v, 0]T—where w-coordinate is always zero as it is perpendicular to the image
plane—to x = [x, y]T :

λ

 x

y

1

 =

 φx γ δx

0 φy δy

0 0 1


 ω11 ω12 ω13 τx

ω21 ω22 ω23 τy

ω31 ω32 ω33 τz



u

v

0

1


=

 φx γ δx

0 φy δy

0 0 1


 ω11 ω12 τx

ω21 ω22 τy

ω31 ω32 τz


 u

v

1

 (III.57)

We get the generalized homography matrix, by multiplying the 3× 3 matrices:

λ

 x

y

1

 =

 φ11 φ12 φ13

φ21 φ22 φ23

φ31 φ32 φ33


 u

v

1

 (III.58)

or in Cartesian coordinates:

73



x =
φ11u+ φ12v + φ13

φ31u+ φ32v + φ33

y =
φ21u+ φ22v + φ23

φ31u+ φ32v + φ33

(III.59)

In short form x = hom [w,Φ], where the matrix Φ has nine members, but only
8 DoF as they are redundant to scale. This matrix is used for the transformation of
the rendered objects.

We have to rewrite in matrix form the Equation III.58, where both side repres-
ents the same direction, therefore their cross product is 0.

x̃× Φw̃ = 0 (III.60)

Writing out in full

 y(φ31u+ φ32v + φ33)− (φ21u+ φ22v + φ23)

(φ11u+ φ12v + φ13)− x(φ31u+ φ32v + φ33)

x(φ21u+ φ22v + φ23)− y(φ11u+ φ12v + φ13)

 = 0 (III.61)

We use the only 2 independent equations to form the system for all the detec-
ted n pair of points (n > 4).



0 0 0 −u1 −v1 −1 y1u1 y1v1 y1

u1 v1 1 0 0 0 −x1u1 −x1v1 −x1

...
0 0 0 −un −vn −1 ynun ynvn yn

un vn 1 0 0 0 −xnun −xnvn −xn





φ11

φ12

φ13

φ21

φ22

φ23

φ31

φ32

φ33


=



0

0

0

0

0

0

0

0

0


(III.62)
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As these equations have the form Aφ = 0 we have to solve with the constraint
φTφ = 1 to prevent trivial solution φ = 0. For the solution we compute the SVD
A = ULV T and choose φ to be the last column of V . This reshapes into a 3 × 3

matrix Φ.

III.5. FAST: Features from Accelerated Segment Test

The FAST corner detector was proposed by Rosten and Drummond (2005)
for fast real time feature detection. The authors trade off quality for speed by dividing
the detection steps in their approach. They partitioned a Bresenham circle with a 3
pixel radius, into 16 pixels (Figure 3.17) around the pixel Ip. The method investigates
the intensity values of these surrounding pixels. If at lest n contiguous pixels are
brighter than Ip+ t or darker than Ip− t (where t is some threshold value), the feature
is detected. They chosen n = 12 as it allows the high-speed test. To reject faster the
candidate pixels, first they examine pixels no. 1, 9, 5, and 13, as a feature can only
exist if at least 3 of these points are above or below the intensity of Ip by t.

15

11
10

16

14
13
12

1 2

9 8
7

6
5
4

3

p

Figure 3.17: FAST Feature detection in an image patch
Source: Rosten and Drummond, 2005

Although the detector is proved to be a high performance method, according
to the authors it exhibits some weaknesses:

(1) In the case of n < 12, the high speed test fails to reject the correct number of
candidates.

(2) The choice and ordering of the fast test pixels contains implicit assumptions
about the distribution of feature appearance.
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(3) The outcomes of the high-speed tests are discarded.

(4) Multiple features are detected adjacent to one another.

They proposed to use machine learning to resolve the first three issues and
non-maximal suppression for the last point. The first process operates in two stages.
To train with a set of images the detector for a given n. They FAST detector on
the images, but storing all the 16 pixels in a feature vector. Each pixel in the vector
x ∈ {1..16}, position relative to p (denoted p → x), can have one of the following
states:

Sp→x =


d, Ip→x ≤ Ip − t

s, Ip − t < Ip→x < Ip + t

b, Ip + t ≤ Ip→x

(darker)

(similar)

(brighter)

(III.63)

They Choose an x and compute Sp→x for all p ∈ P (the set of all pixels in all
training images) partitions P into three subsets, Pd, Ps, Pb, where each p is assigned
to PSp→x. Then they specify Kp boolean variable which becomes true if p is a corner.
After they used a decision tree classifier (ID3 algorithm) to select x that provide the
most information—based on the entropy of Kp—during the corner evaluation. This
is applied recursively to the subsets until their entropy reaches zero.

The second process addresses the problem of the adjacent locations using
Non-maximum Suppression. The method calculates a score function V for each
detected corner. V is equal with the sum of the absolute difference between Ip and
the pixels in the contiguous arc around (Eq. III.64). The corner with lower V gets
discarded.

V = max

 ∑
x∈Sbright

|Ip→x − Ip| − t,
∑

x∈Sdark

|Ip − Ip→x| − t

 (III.64)

According to their findings, the approach is significantly faster than other corner
detectors but with high sensitivity to noise. For its speed it is widely used in the SLAM
applications, like PTAM (Klein and Murray, 2007) or ORB-SLAM (Mur-Artal et al.,
2015).
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III.6. Descriptor extraction

Local descriptors extracted from the interest are has wide variety of use in
object recognition (specific object or category recognition) (Lowe, 1999; Ferrari et
al., 2006), scene classification (Shimazaki and Nagao, 2013; Raja et al., 2013),

Local features are used because it can represent an image, object or scene
and it helps in recognition without pre-segmentation. The goal is to analyse stat-
istically the features, so there is no importance find them accurately or match them
individually (Tuytelaars and Mikolajczyk, 2008).

To localize features in images, a local neighborhood of pixels needs to be
analyzed, giving all local features some implicit spatial extent. (ibid.)

The higher the repeatability rate between two images, the more points can
potentially be matched and the better the matching and recognition results are.
The classification error depends on the texture type and the dimensionality of the
descriptors.

III.6.1. Scale Invariant Feature Transform (SIFT)

SIFT has been the most used and referenced descriptor (according to Wu,
Cui et al. (2013) it has more than 12,000 references) in the past 10 years. The SIFT
algorithm calculates the Difference of Gaussian (DoG) blurring the image with two
different σ (in this case σ and kσ).

D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) = L(x, y, kσ)− L(x, y, σ) (III.65)

The DoG is more convenient to compute as the Laplacian of Gaussian is compu-
tationally expensive and the DoG is a close approximation to the scale-normalized
Laplacian of Gaussian (Lowe, 1999).

G(x, y, kσ)−G(x, y, σ) ≈ (k − 1)σ2∇2G (III.66)

This is repeated on each octave (scale) of the image in the Gaussian Pyramid (Figure
3.18). After each octave, the Gaussian image is down-sampled by a factor of 2, and
the process repeated (ibid.). After obtaining the DoG, keypoints are identified as
local extrema over scale and space by comparing a pixel to its 26 neighbors in 3×3
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Figure 3.18: Gaussian Pyramid
Source: Lowe, 1999

regions at the current and adjacent scales(Figure 3.18). After localizing the keypoint

Figure 3.19: Detection of maxima and minima
Source: Lowe, 1999

candidates, they use Taylor expansion to search a better location of the extrema, and
discarding the low intensity points. To remove the possible edges—as the DoG is
more sensitive to edges—they compute a simpler Harris corner detector, calculating
only the eigen value ratios of the curvatures Hessian matrix discarding the keypoints
which are greater then the threshold. To make invariant to rotation each keypoint
is assigned with an orientation. The gradient magnitude and direction is calculated
from neighbourhood around the keypoint location. These gradient orientations are
used to create an orientation histogram is created. They select the highest peaks
and those within 80% of the highest peak. That means that various keypoints are
created with the same location with similar magnitude but different directions. Once
these features are calculated a 16×16 region around the keypoint is specified and
divided into 4×4 sub-blocks(Figure 3.20). 8 bin orientation histogram is created at
each sub-block which add up total of 128 bin values (4×4×8=128). At the last step
the created feature vector is normalized to unit length to enhance the descriptor’s
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invariance to illumination change.

Figure 3.20: Keypoint descriptor creation from gradient magnitude and orientation
Source: Lowe, 1999

Since the publication of SIFT, many variations were created but in reference
to Wu, Cui et al. (2013) the most used and investigated are the following. ASIFT
(Ke and Sukthankar, 2004) simulates the camera rotation axis and adds rotation
and tilt transformation to the image in order to add affine tranformation invariance to
SIFT. An extension, the Gradient location-orientation histogram (GLOH) by Mikola-
jczyk and Schmid (2005) was created to increase the robustness and distinctiveness
of the SIFT. Corresponding to the authors GLOH gives the best results on those
fields. PCA-SIFT (Ke and Sukthankar, 2004) calculates horizontal and vertical image
gradient vectors on a 39×39 region (39×39×2=3042), then uses Principle Compon-
ent Analysis (PCA) to reduce the descriptor vector’s dimensionality to 36. GSIFT
(Mortensen et al., 2005) adding global texture information to the descriptor. The two
parts of the 188 dimensional descriptor vector (local(S) and global(G)) are regulated
with a weight factor (Eq III.67).

F =

[
ωS

(1− ω)G

]
(III.67)

CSIFT (Abdel-Hakim and Farag, 2006) adds color invariance to SIFT by defining a
color image invariant H matrix using Kubelka-Munk theory. The calculated H then
replaces I for the SIFT calculation method. SURF by Bay et al. (2008) (we will dis-
cuss in the next section) was created to speed up the extraction process. According
to Wu, Cui et al. (2013) their test shows that each variation has its own advant-
age depending on the design, but the PCA-SIFT comes second in all tests although
PCA slows down feature computation and the worst in performance and during the
invariance tests but far the fastest.

79



III.6.2. Speeded-Up Robust Features (SURF)

This 64-dimension vector descriptor is proposed by Bay et al. (2008) to speed
up the SIFT calculation. To avoid the calculation of the expensive LoG, they approx-
imate it by calculating the Hessian matrix determinant with box filters (Figure 3.21).
A Hessian H(x, σ) at a given point x= (x, y) at scale σ defined as

H(x, σ) =

[
Lxx(x, σ) Lxy(x, σ)

Lyx(x, σ) Lyy(x, σ)

]
(III.68)

det(Happrox) = DxxDyy − (wDxy)
2 (III.69)

The relative weight w of the filter responses is used to balance the expression for

Figure 3.21: Left images: Second order Gaussian partial derivative(y − (Lyy) and
xy−direction (Lxy)); Right images: Approximation for the second order
(y − (Dyy) and xy−direction (Dxy))

Source: Bay et al., 2008

the Hessian’s determinant.

III.6.3. Opponent SIFT

This is the best performing color image SIFT descriptor Van de Sande et
al. 2010. Its estimation results a 384-dimension vector applying the classical SIFT
descriptor calculation for all the highly decorrelated opponent color channel (Equa-
tion III.12), where the color space contains one intensity and two chromaticity chan-
nels.

III.6.4. Opponent SURF

This descriptor was first applied for foreground/background discrimination Chu
and Smeulders 2010 during tracking. The extraction method calculates the original
SURF descriptor on the 3 opponent color space (Equation III.12) resulting a 192-
dimensional vector. The authors state that Opponent SURF increased invariance
and discriminative power of the tracker.
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III.7. Random Forest

The Random Forest (Breiman, 2001) is a high-performance discriminative
classifier, handling large feature set without having difficulties in high dimension-
ality (Fröhlich et al., 2010). This supervised learning method—which can learn more
than one class at a time—constructs an ensemble of recursively created random
binary decision trees during the training period (Figure 3.22). To avoid overfitting,
the method applies out-of-bag error estimates (oob) for each tree. The oob estimate
means, that one-third of the input vectors are left out of the tree creation, and used
for the error rate evaluation at the end of the construction. The classification process
returns the class (κ) probability (p) of a given feature vector (vi) via averaging the
final votes (pτ ) of each tree with the total number of trees (T ) (Equation III.70).

f1(vi)   t1
 < >

≥
f2(vi)   t2

<>

f4(vi)   t4
<>

<

f3(vi)   t3
<>

≥

f5(vi)   t5
<>

≥

<

vi

pτ l (yi = κ | vi)

Figure 3.22: Random Forest in function
Source: Fanelli et al., 2013

p(yi = κ|vi) =
1

T

T∑
τ=1

pτ (yi = κ|vi) (III.70)

The process aggregates randomness at two stages during the building of the
forest in the training session. With this step, Random Forest solves the overfitting
problem which in other algorithms like the random decision trees causes major is-
sues. First, the Bootstrap Aggregation creates random subsets of data from which
the trees are learned, and second the split functions use only a random fraction of
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all features during the creation of the decision trees. Breiman (2001) states that us-
ing "significant test variation (1 to 50) of random inputs selected at each node, the
strength of the forest remained constant after passing the value 4", in other words
adding more data did not improve the performance. Though our experience, that the
optimal split number is the square root of the feature dimensionality.

III.8. Genetic Algorithm

The Genetic Algorithm is an effective stochastic algorithm taking as an ex-
ample of the natural selection and genetics. It has been applied in Machine Learning
and optimization problems successfully (Guo et al., 2010). The base of our design is
Goldberg (1989) Simple Genetic Algorithm (SGA) (Algorithm 1). The algorithm cre-
ates and keep a population of fixed number of individuals (genomes) and modifies
their composition based on probability, genetic operation—Reproduction, Crossover
and Mutation—and evaluation function. The algorithm runs until reaches the ter-
mination criteria—creates the last set generation or the optimum score reaches a
specific threshold—.

Algorithm 1 Simple Genetic Algorithm pseudocode
1: procedure GENETIC ALGORITHM
2: Initialize Population with randomly generated genomes
3: repeat
4: Evaluation with the Objective Function to Accuracy and Invariance evalu-

ation
5: Select individuals for mating
6: Mate individuals to produce offspring
7: Mutate offspring
8: Insert offspring into population
9: until reached the termination criteria

10: end procedure

III.8.1. Initial Population

The genetic algorithm creates an initial population for the first step. The pop-
ulation members (individuals) are fixed-length binary strings. The length of the gen-
ome depends on the precision and complexity of the project. The binary strings can
be created in various ways. The most common that the algorithm generates them

82



randomly, other option to import a preset population or specify a single individual
which would be mixed up by the genetic algorithm.

III.8.2. Evaluation

This project specific function evaluates each individual in the population in
each generation returning an objective score. The score would be increasing or
decreasing based on that we want to minimize or maximize the optimum. The raw
objective scores are linearly scaled to obtain the fitness (Wall, 1996). This fitness
score is used during the Reproduction operation for the creation of new offsprings.

III.8.3. Genetic Operators

There are three key genetic operators: Reproduction, Crossover and Muta-
tion, which controlled by their probability parameter(PR, PC , PM ).

Reproduction

During this operation the best individuals are selected from the current pop-
ulation to carry over to the next generation. There are many different strategies to
choose an individual and their use depends on the goal of the optimization:

1. During the Random Selection, the parents are randomly selected from the
population.

2. The Roulette Wheel Selection uses a "proportionate reproductive operator
where a string is selected from the mating pool with a probability proportional
to the fitness" (Sivanandam and Deepa, 2008). The individual probability (pi) is
the ratio of the fitness (fi) of the individual i chromosome and the total fitness
of the population (Eq. III.71). In this way individuals with greater fitness has
major probability to be selected. The roulette wheel spins N times to choose
N individuals for the next generation.

pi =
fi∑N
j=1 fj

(III.71)
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3. The Rank Selection overcomes the problem of the Roulette Wheel selection,
when there are big differences between the fitness values. The selection prob-
ability (pi) of the individuals is based on their ranking. The individuals are
ranked based on their individual fitness (fi).

4. The Tournament Selection uses randomly selected subgroup of individuals
from the population. This method uses a selection tournament to choose the
best individuals from subgroups. The tournaments are running until the mating
pool is filled.

5. The Stochastic Uniform Sampling is advanced version of the Roulette Wheel
technique mapping the individuals to a continuous line with a size according
to their fitness (Figure 3.23). This method does not choose the candidates
by repeated random sampling, but uses a single random value to sample the
pointers with evenly spaced intervals. This approach gives to opportunity for
the weaker member of the population to be chosen.

0.0 0.8 0.34 0.49 0.62 0.73 0.82 0.95 1.0

random number

individual

pointer 1 pointer 2 pointer 3 pointer 4 pointer 5 pointer 6

1 2 3 4 5 6 7 8 9 10

Figure 3.23: Stochastic Universal Sampling
Source: Sivanandam and Deepa, 2008

Crossover

This operation defines the form to create new offsprings from the selected
individuals. The crossover swaps sections between the parental genomes. The
Crossover probability PC parameter defines how often the crossover is performed.
All the children is created by crossover if it is 100% and the parents exact copy goes
to the next generation if it is 0%. There are various technique that can be applied:

1. The Single Point Crossover used in the traditional genetic algorithms. The
randomly selected crossover point—a point between 1 and N-1, where N is the
number of elements in the genome—specifies the section starting point. For
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example g1 and g2 parental genomes (N=15) with a crossover point 4, creating
the following g′1 and g′2 siblings (Figure 3.24).

g1 =< 1001|10011110101 >
g2 =< 0101|00100001010 > ��

?? g′1 =< 1001|00100001010 >
g′2 =< 0101|10011110101 >

Figure 3.24: Single Point Crossover

2. The Two Point Crossover chooses two random crossover points, and the sec-
tions between these points exchanged between the parents g1 and g2 (Figure
3.25). According to Sivanandam and Deepa (2008) this technique has the ad-
vantage that the good genetic information of both the head and the tail of the
chromosome can be passed to the next generation g′1 and g′2.

g1 =< 1001|100111|10101 >
g2 =< 0101|001000|01010 > ��

?? g′1 =< 1001|001000|10101 >
g′2 =< 0101|100111|01010 >

Figure 3.25: Two Point Crossover

3. During the Uniform Crossover each gene of the child is copied from one or
the other parent’s chromosome using a random generated binary crossover. If
at the gene’s position the mask is 1, the gene from the first parent (g1) is copied,
if it is 0, the second parent’s (g2) gene is used as in Figure 3.26.

g1 100110011110101
g2 010100100001010

mask 110110000111101
g′1 100110100110111
g′2 010100011001000

Figure 3.26: Uniform Crossover

Mutation

Random changes produced with this operator in the genomes structure. This
can be beneficial as it causes that result escapes from the local optimum. The form of
mutation depends on the data type controlled by the mutation probability (PM ). The
PM indicates the section section of the chromosome that will be changed. With 0%
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nothing changes, if it is 100% the whole chromosome changes. There are different
mutation methods:

1. The Bit Flip mutator changes the randomly chosen binary values from 1 to 0
or 0 to 1.

2. When the Interchanging mutator is active, two randomly chosen bits inter-
changing position.

3. During the Reversing method a randomly chosen bit the one next to it changes
place, so they reverse order in the chromosome.

III.8.4. Fitness function

During the genome evaluation step, this function returns an objective score
from each genome whom later converts to fitness score in each cycle. The res-
ults of each evaluation operation can be weighted to strengthen a particular feature
or invariance. For example, if we would like the descriptor to be more accurate in
classification we would multiply with higher values the segmentation scores. Con-
sequently, the genetic algorithm only accepts the genomes with the lower scores,
therefore, better segmentation results.
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IV. METHODOLOGY

IV.1. Introduction

The base concept of this investigation is to create lightweight descriptors with
simple, computationally cheap elements that are specialized to the particular envir-
onment (buildings, green areas, sparse areas) after training and empowering their
segmentation accuracy with machine-learning techniques. This chapter will present
the development of this descriptor. First in Section IV.2 we will show the used data-
sets, libraries, and equipment. Section IV.3 will describe the design of a preliminary
descriptor, what kind of tests were used during the evaluation and performance ana-
lysis. In Section IV.4 we will present a self-adjusting Algorithm for descriptor creation,
optimization and evaluation using Genetic Algorithm. Section IV.6 will introduce the
fitting algorithm to PTAM.

IV.2. System’s characteristics

IV.2.1. Datasets

We used three sets of images with different characteristics during the evalu-
ation. The datasets (Figure 4.1) served to evaluate the descriptors adaptabilities in
a particular and a general environment.

The Brighton images (Figure 4.1 (e)) were specially chosen key frames from
video recordings made on two different occasions with different light conditions on
Queens Gardens street in Brighton, United Kingdom. The database contains 52
pixel-wise labeled images with four classes. The classes are meaningful regions of
house pictures (doors and windows, wall, roof, else). 90% of the images were set for
training and the rest were destined for the testing period. This dataset was used for
the Segmentation evaluation and during the Rotation, Affine Transformation, Resize
and Blur Invariance test.

The LabelMeFacade(Fröhlich et al., 2010) dataset was assembled from the
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(e)

(a) (b)

(d)(c)

Figure 4.1: Image Datasets: (a)-(c) Oxford, (d) TILDE, (e) Brighton

LabelMe Russell et al. 2008 database. It contains 945 labeled images with nine
classes (building, car, door, pavement, road, sky, vegetation, window, else) including
the most important semantical regions of an urban scene. We divided the dataset
into 100 mixed scene images for training and 845 for testing following (Brust et al.,
2015) description.

The Oxford dataset (Mikolajczyk and Schmid, 2005) contains real images
with different geometric and photometric transformations and different scene types
(Figure 4.1 (a)-(c)). Each image group contains six images with the Homography
matrices for the transformation between the pictures for the comparison. The im-
ages were used for the JPEG compression, Illumination, and Light condition change
evaluation.

The TILDE dataset (Verdie et al., 2014) was designed to test the robustness
of keypoint detectors to temporal changes (Figure 4.1 (d)). The database consists
images taken by webcams in a different period of the day and the year. The cameras
located on the top of a building in a different part of the world—Mexico, Frankfurt and
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Chamonix among others—. The images were used for the Light condition change
evaluation

IV.2.2. Libraries and equipment

To compute the framework, we used the OpenCV (Bradski, 2000) for the im-
age processing and Machine Learning calculations and GAlib (Wall, 1996) for the
Genetic Algorithm on a PC with 15.6 GB RAM and Intel R©CoreTMi7-4790 CPU with
3.60GHz × 8.

IV.3. Phase 1: Environment Dedicated Descriptor (EDD)

IV.3.1. EDD setup

The proposed descriptor—published by Takacs, Toledano-Ayala et al. 2016—
is an 113-dimension vector computed from a 9×9 patch selected around each key-
point (Figure 4.2). The size was chosen to be big enough to pick up edges and
low-level changes on the image, but also was sized to reduce the forest-training time
and size. The following elements make up the descriptor:

1. Image 2. 9x9 patch 3. Descriptor vectors

15 25 130 56 32 1 1 ... 315 25 130 56 32 1 1 ... 315 25 130 56 32 1 1 ... 315 25 130 56 32 0.17 1.35 ... 3
...

Figure 4.2: Descriptor extraction
Source: Takacs, Toledano-Ayala et al., 2016

(1) Position - 2 values - 2D image coordinates of the patch centers to sep-
arate points which are on the top (sky), on the bottom (street), and in the middle
(wall).

(2) Patch mean - 6 values - The mean of the Red, Green, Blue (from the RGB
channels), and Saturation values (from the HSV channels) over the patch, to exploit
the color changes on the images. Sine and Cosine of the mean of the discontinuous
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Hue values were calculated over the patch. In consequence of the channels, an-
gular design, the color values differ significantly at the opposite ends (0◦ and 359◦),
while these colors have neighboring RGB values. With the Sine and Cosine pair, we
equalise them (ex. sin(0◦) = sin(360◦) = 0 and similarly cos(0◦) = cos(360◦) = 1).

(3) The third order central moments - 24 values - Generated to get distinct-
ive shape description of the patch using the third order central moments—µ03, µ30,
µ21, µ12—of the RGB and HSV channels over the patch measure the skew and the
symmetry of the point spread around the mean of the patch.

(4) Distance Transform - 81 values

Algorithm 2 EDD Creation pseudocode
1: procedure DESCRIPTOR CREATION AND TRAINING
2: Keypoint Creation with a constant (9px) distance
3: Descriptor Extraction from the 9×9 patch around each keypoint
4: repeat
5: Position
6: Patch mean
7: Central Moments
8: Distance Transform
9: until descriptor vector is calculated for all keypoint

10: Random Forest Training
11: end procedure

IV.3.2. Evaluation process

To compare the descriptor with the most used descriptors, the evaluation was
divided into two operations: accuracy and speed analysis, with different training data-
base sizes and characteristics during the test session; and invariance evaluation
to size, rotation, blur, light intensity changes, light intensity shifts, and light color
changes in a separate function (Algorithm 3).
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Algorithm 3 Descriptor Evaluation pseudocode
procedure ACCURACY EVALUATION

repeat
Descriptor Extraction for all keypoints
Average descriptor extraction time measure
Random Forest classification
Feature Segmentation
Overall and Average Recognition Rate calculation
Average Segmentation Time computation

until reached the last test image
procedure INVARIANCE EVALUATION

repeat
Evaluation setup for specific invariance
repeat

Image transformation
Descriptor Extraction for all keypoints for the image pair
Brute Force descriptor vector matching
Result storing

until reached the last test image
until all invariance is being tested
Result plotting by invariance case

end procedure

IV.4. Phase 2: Genetic Optimization framework

Phase 1 showed us the strength of the preliminary design and that the direc-
tion is right, but the parameters and elements lacked optimization. We turned to the
Genetic Algorithms knowing its high optimization power in complex systems. In this
section, we present the scheme that creates multiple, scene dedicated optimized
descriptors. Each element of the algorithm has responsibility for the size reduction
and descriptor invariance: The module bank for storing of the building blocks that
hold the image processing functions for the descriptor; the activation function for the
dimensionality reduction which also delivers information about the relation between
the structure of the descriptor and the scene characteristics; the objective function
the training period which shapes the descriptor depending on the features of the
database.
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IV.4.1. Preprocessing stage

The binary chromosome known from genetic algorithm typically represent a
solution for an optimization problem. The binary string represents a real number,
and the length of the chain depends on the precision requirements. In our case, this
series has two purposes: the first part serves as a control panel being in charge of
the image processing and evaluation function parameters, each bit of the string is
responsible for activating or deactivating a value in a specified module. During this
stage, the algorithm—based on the current genome—sets the image processing and
evaluation parameters and assembles the modular descriptor. The 211 element long
genome splits in two—a 26 and an 185 element long—binary substrings (Figure 4.3).

Descriptor VectorModule Genomes Module function and activation<0110010010011....00>

211 element long genome

<01100100...10>

<010100...00>

Control substring
(26 element)

Module activator 
substring

(185 element)

Control 1
<011>

Control 2
<001>

Control 3
<000>...

Control n
<110>

Position 1 
3

Control stings Parameter 
position values

Position 2 
1

Position 3 
0

Position n 
6

Parameter value
selection from vector

[P10,P11,P12,P13,P14,P15,P16,P17]

[P20,P21,P22,P23,P24,P25,P26,P27]

[P30,P31,P32,P33,P34,P35,P36,P37]

[Pn0,Pn1,Pn2,Pn3,Pn4,Pn5,Pn6,Pn7]

Image processing and
evaluation functions

f1(P13)

f2(P21)

f3(P30)

fn(Pn6)

... ... ...

Module 1
<01>

Module 2
<01001>...

Module n
<100>

fm1(Ipatch) = <M10,M11>

fm2(Ipatch) = <M20,M21,M22,M23,M24>

fmn(Ipatch) = <Mn0,Mn1,Mn2>
<M11,M21,M24, ... ,Mn0>

<M11> + <M21,M24> + ... + <Mn0>

Figure 4.3: Modular Descriptor Extraction Process

The first 26 bits of the genome specifies ten different vector position. Each
vector holds a list of parameters corresponding to an image processing or evaluation
stage. The binary strings < b0b1 . . . bn > converted to a decimal number (Equation
IV.1) to select the corresponding value from the parameter vector. The selected
parameters cover the most important stages of the optimization with the possibility
to enhance precision, speed, and complexity of the descriptor among others.

x =
0∑
i=n

bi2
i (IV.1)

The parameters categories, binary string size and parameter values are the
following:

(1) Color space - 3 bits - Eight different color space: RGB, Lab, L∗u∗v∗, XYZ, HSV,
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HLS, YCrCb, Opponent RGB (Section III.4.1.1).

(2) Patch Radius - 3 bits - Defines the patch size by Patchwidth,Patchheight = 2 ×
Radius+ 1. The radius values: 3, 4, 5, 6, 7, 8, 9, 10.

(3) Filter Kernel - 3 bits - The width and height of the 2D Gaussian blur kernel.
Values: 1, 3, 5, 7, 9, 11, 13, 15 (Section III.4.1.3).

(4) Sigma - 3 bits - Gaussian kernel standard deviation. Values: 0.8, 1.1, 1.5, 3,
6, 12, 24, 30 (Section III.4.1.3).

The next sequences define three Random Forest parameters for better learning
capacities (Section III.7).

(5) Depth - 3 bits - The depth of each tree in the forest. Values: 5, 10, 15, 20, 25,
30, 35, 40.

(6) Size - 3 bits - The number of trees in the forest. Values: 40, 50, 60, 70, 80,
100, 120, 140.

(7) Best Split - 3 bits - The number of randomly selected variables at each node
for the best split. Values: 4, 8, 12, 16, 20, 25, 30, 35.

The last sequences select the parameters for the edge detection and intensity
gradient calculation (Section III.4.1.5).

(8) Canny kernel size - 1 bits - The Canny Edge Detector’s kernel width and
height. Values: 3,5 .

(9) Canny Threshold - 3 bits - The values specify the lower threshold of the edge
evaluation function. The upper and lower threshold ratio is 3 : 1. The pixel
accepted as edge if the pixel gradient is higher than the upper threshold, or
it is between the two thresholds, but connected to a pixel above the upper
threshold. The Values: 15, 25, 35, 45, 55, 65, 75, 85.

(10) Pixel Gradient Calculator - 1 bits - Select the method for image gradient cal-
culation for the later gradient angle calculation Values: Sobel, Sharr (Section
III.4.1.4).
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IV.4.2. Image Processing

Before calculating the descriptor, we process the incoming image through vari-
ous image processing steps to obtain the necessary module information. The func-
tions process the whole image and stores it for to import later the patch is for the
module calculation. The primary processing functions are the following:

(1) Histogram Equation - Making the Histogram Equalization on the Y intensity
plane and transform back to the RGB color space (Section III.4.1.2).

(2) Image Blurring - Using Gaussian blur with the preset parameters—in the Pre-
processing stage—the image blurred and stored (Section III.4.1.3).

(3) Color Space transform - The blurred image is transformed into one of the
genome specified color space (Section III.4.1.1).

(4) Distance Transform - Calculates the Canny edges and the Euclidean distance
of each pixels from the these edges (Section III.4.4).

(5) Calculate image gradients - Calculates the gx and gy gradients of the image
using the Image gradient calculator. The angles (θ) computed from the resulted
gradients (Section III.4.1.4).

(6) Invariant Color features - The blurred RGB image is used to calculate Gevers’
and Geusebroek’s invariant color features (Section III.4.2.1).

IV.4.3. Module bank and activation

The second part of the genome controls the descriptor assembly (Figure 4.4).
The 185 element long binary substring is subdivided into modules. These sub-strings
are the binary representation of the modules. They have an equal length as the
number of values are produced by the corresponding module, and the binary value
specifies that the corresponding value is active (=1) or inactive (=0). For example if a
module mn—which returns in total four values—and is represented by bn =< 1001 >

string in the genome, mn(1) and mn(4) are inserted into the descriptor as active
values and the inactive mn(2),mn(3) are spared. When a module has only inactive
elements, the algorithm flushes from the descriptor module list. This organization
gives the flexibility to extend the module list infinitely. The following features, filters,
and calculations are contained in our Module Bank:
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1. Image 2. Patch 4. Concatenated Descriptor vectors3. Calculated Modules

0.015 0.756

<100>Module n Genome:
Module n Values: 0.659 0.756 0.756

<01>Module 1 Genome:
Module 1 Values:

<01001>Module 2 Genome:
Module 2 Values: 0.891 0.332 0.364 0.524 0.845....

0.756 0.332 0.845 0.659+ +....+
Module 1 Module 2 Module n

Figure 4.4: Modular Descriptor Extraction Process

(1) Normalized Position - 2 values - 2D normalized image coordinates of the
patch centers (np(1) = Ix/Iwidth, np(2) = Iy/Iheight) to aid the classification.
The image points at the top of the image would be classified as roof or sky, at
the bottom more likely as street and at the middle as wall,door or window.

(2) Mean(µ) and Standard Deviation(σ) of each color channel - 6 values - To
obtain descriptive color information and not to overload the descriptor we cal-
culate only the µ and σ of each channel of the actual color space.

(3) 2nd Order Central Moments (µ′20, µ
′
11, µ

′
02) - 9 values - Information about the

pricipal axes of inertia of the patch (Section III.4.2.3).

(4) 3rd Order Central Moments (µ′30, µ
′
21, µ

′
12, µ

′
03) - 12 values - Symmetry inform-

ation about the 2D shape, or skewness of the patch (Section III.4.2.3).

(5) 4th Order Central Moments (µ′40, µ
′
31, µ

′
22, µ

′
13, µ

′
04) - 15 values - Measurements

of the patch the kurtosis, describes the peakedness of the distribution (Section
III.4.2.3).

(6) 5th Order Central Moments (µ′50, µ
′
41, µ

′
32, µ

′
23, µ

′
14, µ

′
05) - 18 values - Estimation

of further shape parameters (Section III.4.2.3).

(7) Hu Moments (φ1, φ2, φ3, φ4, φ5, φ6, φ7, φ8) - 21 values - The rotation invariant Hu
moments (Section III.4.2.4) calculated for each image channels

(8) Gevers’ color invariant l features (l1, l2, l3) - 6 values - Mean(µ) and Standard
Deviation(σ) of the photometric color invariant features for both Matte and Shiny
surfaces (Section III.4.2.1) for each RGB channels.

(9) Gevers’ color invariant c features (c1, c2, c3) - 6 values - Mean(µ) and Stand-
ard Deviation(σ) of the photometric color invariant features for Matte and Dull
surfaces (Section III.4.2.1) for each RGB channels.
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(10) Geusebroek color invariant C and H features - 4 values - Mean(µ) and
Standard Deviation(σ) of Geusebroek’s color invariants (Section III.4.2.1) for
each channels

(11) Affine Moment Invariant features (I1, I2, I3, I4, I5, I6, I7, I8, I9, I10) - 30 values
- The invariant features (Section III.4.2.5) for each channels

(12) Distance Transform - 2 values - Mean(µ) and Standard Deviation(σ) of the
Distance Transform (Section III.4.4) over the patch.

(13) Eigen values (λ1, cλ2, cλ3)- 9 values - The three highest Eigen values of each
color channel

(14) Gradient Angles - 45 values - The average gradient angles (Section III.4.1.4).
The average of all the patch and the averages of 4 subregions in the patch (Fig-
ure 4.5), and the differences of these gradient averages (θ00−11, θ00−12, θ00−21,

θ00−22, θ11−12, θ11−21, θ11−22, θ12−21, θ12−22, θ21−22). The subregions size was set to
radius to be aligned with the parameter changes during the optimization.

rr

r

r

θ00
θ11

θ21

θ12

θ22

Figure 4.5: Average Gradient angles on the patch and sub-patches

(15) Affine Moment Invariant for colour images (I(a,b)
C0 , I

(a,b)
C1 , I

(a,b)
C12 , I

(a,b)
C2 , I

(a,b)
C23 , I

(a,b,c)
C4 )-

7 values by Suk and Flusser (2009)
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IV.4.4. Objective function

To evaluate the genome we split the objective function into two function: the
segmentation (Algorithm 4) and the invariance optimization(Algorithm 5). Both func-
tions return an objective score which later is converted in each cycle to fitness score.
The results of each evaluation operation can be weighted to strengthen a particular
feature or invariance. For example, if we would like the descriptor active in segment-
ation we would multiply with higher values the segmentation scores, with this, the
genetic algorithm only accepts the genomes with the lower scores, therefore, better
segmentation results.

Algorithm 4 Objective Function pseudocode 1
1: procedure ACCURACY EVALUATION
2: repeat
3: Descriptor Extraction for all keypoints
4: Average descriptor extraction time measure
5: Random Forest classification
6: Feature Segmentation
7: Overall and Average Recognition Rate calculation
8: Average Segmentation Time computation
9: Objective Score calculation

10: until reached the last test image
11: end procedure

Algorithm 5 Objective Function pseudocode 2
1: procedure INVARIANCE EVALUATION
2: repeat
3: Evaluation setup for specific invariance
4: repeat
5: Image transformation
6: Descriptor Extraction for all keypoints for the image pair
7: Brute Force descriptor vector matching
8: Result storing
9: until reached the last test image

10: until all invariance is being tested
11: Result plotting by invariance case
12: end procedure
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IV.5. Evaluation and Analysis

We applied the objective function’s evaluation process to the most referenced
descriptors in order to compare their performance. After the evaluation, we gener-
ated confusion matrices from the Random Forests’ test results to compare the per-
formance of each descriptor. As there is multiple class in the scene, we created one
confusion matrix for each class results. We used this data to calculate the perform-
ance metrics (Section III.4.7.2.) of the class. We calculated the Accuracy, Precision,
Recall, Specificity, Negative Predictive Value and the F-Measure of each descriptor
over the class.

The speed probe measured two different properties. The average descriptor
extraction time shows the time of the descriptor retrieval from the whole image with
an equal amount of key-points. The average segmentation time demonstrates the
duration of the forest evaluation and image segmentation.

A set of two identical images served for the invariance test. To compare the
impact of the deformation, we kept one of the pairs as ground truth and transformed
the other. During the rotation, resize, and affine transformation assessments (Fig-
ure 4.6), the same transformation matrix converts the keypoints and image pixels
to place the reference points at the correct spot. Then we compare the extracted
descriptor vectors with the Brute Force matching function (Bradski, 2000).

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 4.6: Affine transformation cases in invariance evaluation: (a)-(j) Case 1-10
Source: Takacs, Toledano-Ayala et al., 2016
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IV.6. Fitting of the algorithm into PTAM

The proposal of this project is to fit the new modular descriptor into the Parallel
Tracking and Mapping application for classification. There were three points where
we inserted modifications in the algorithm (Figure 4.7):

1. During the start, the system loads the trained "Random Forest", for the classi-
fication process

2. After the stereo initialization, the algorithm calculates the feature descriptors at
the position of the first set of points on the virtual map.

3. Between the tracking and mapping module. Based on the newly tracked corner
points the descriptors are calculated and set their classes.
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V. RESULTS & DISCUSSION

V.1. Results

In the following sections we will present the outcomes of the particular ob-
jectives. In Section V.1.1 we will show the performance of the proposed low level
image descriptor. Despite its variance to transformation, the descriptor is effective in
segmentation and is calculated very fast. Section V.1.2 will present the outcomes
of the self-adjusting optimization algorithm and the evaluation of the new modu-
lar descriptor. The performance evaluation shows that the framework produce a
descriptor with good variance to geometric and illumination changes and with ex-
ceptional segmentation performance. In Section V.1.3 we present the performance
of the PTAM () algorithm with the integrated new descriptor.

V.1.1. EDD results

We contrasted the EDD with the state-of-the-art descriptors’ performance.
Table 5.1 and 5.2 show the accuracy evaluation results. Each table reports the over-
all recognition rate in the first column and the average recognition rate of each class
in the rest of the table. These analyses show a similar pattern with all the tested
descriptors. After the training to a specific scene, the descriptors gave better results
in classification. Throughout the testing, the Opponent SIFT, and SIFT descriptors
gave the most reliable performance, above 70% with the specific and 58% with the
general environments. The Opponent SIFT descriptor was designed for a color envir-
onment, but in the evaluations, it had a poorer performance than the greyscale SIFT
descriptor. The EDD came out third overall, after the two SIFT descriptors. This
shows that a trained environment-specific descriptor with carefully chosen modules
can substitute the state-of-the-art descriptors in classification tasks efficiently.

Throughout the Brighton scene (Table 5.1), the EDD was operating with high
precision in most of the classes except in the ”Roof” class. Sparse (little image
gradient) areas like the ”Wall” were still producing good results but gave its best
performance classifying the ”else” group. The classification results in Figure 5.1a
show the outcome, where each color represents a class: the yellow circles the wall
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type, the red circles the window or door class, the blue circles the roof class, and
the green circles the else class. We can observe that despite the outliers and the
misclassified object (Figure 5.1b), the descriptor’s overall performance is good.

Table 5.1: EDD evaluation results - Average true positives at the Brighton scene.(%)

Average true positive by class

Descriptor All Else Doors &
Windows

Roof Wall

SIFT 74.67 82.58 61.03 70.15 79.14
Opponent SIFT 72.92 83.97 56.27 77.91 79.40
SURF 53.45 63.26 46.68 17.55 59.48
Opponent SURF 55.43 74.74 43.89 34.24 62.55
EDD 67.58 92.36 45.68 55.91 72.39

Table 5.2: EDD evaluation results - Average true positives with 100 images.(%)

Average true positive by class
Descriptor All Else Building Door Window Car Pavement Road Sky Vegetation
SIFT 58.27 14.51 70.21 0 0 26.58 17.31 49.12 68.28 20.15
Opp. SIFT 58.01 0 69.65 0 0 0 0 48.00 66.13 22.11
SURF 23.05 5.36 62.81 3.24 11.91 9.25 7.00 28.78 53.27 13.18
Opp. SURF 28.94 5.66 64.49 0 10.65 9.51 7.81 40.23 55.54 14.37
EDD 46.63 9.88 72.48 0 9.47 17.32 14.50 53.31 64.22 14.98

(a) (b)

Figure 5.1: EDD results: (a) keypoint classification result, (b) segmentation result
Source: Takacs, Toledano-Ayala et al., 2016

The photometric analysis and the invariance test (Figure 5.2) gave two dif-
ferent kinds of results for the EDD. During the Light intensity change, light intensity
shift, light color change, and blur test, it gave the most reliable performance. This is
due to the local normalization on the patch level and the blurring during the image-
preparation period. On the other hand, the descriptor still had a poor performance
during the image transformation assessment.

The measured average segmentation time (Figure 5.3a) and average descriptor
extraction time (Figure 5.3b) indicate that the EDD is by far the fastest in both cases.
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Figure 5.2: EDD - Photometric Analysis results: (a) Intensity shift (with offset o1), (b)
Intensity scaling (with scalar a), (c) Illumination Color temperature (K)

Source: Takacs, Toledano-Ayala et al., 2016

In the extraction time, we included the image-processing and the feature-calculation
times. We can observe in Figure 5.3a how much time it takes for the computer
to extract all the descriptor vectors from the whole image (average 3600 vector/im-
age). The EDD is on average 26 times faster than the Opponent SIFT and needs
4.5 times less time than the SURF. However, the algorithm has been run on different
computers, the ratios between the descriptors’ calculation time maintained invariant.
The results are due to the calculation efficient descriptor features. The average time
the computer takes (Figure 5.3a) to read and calculate the necessary data for the
descriptor is based on the outcome of the classification, which segmented the win-
dow and door areas. The result data shows, while the most effective SIFT descriptor
needed 44 seconds on average, the OpponentSIFT descriptor for the same work
needed two times as much effort in time. The OpponentSURF descriptor occupied
56 seconds for the work, which is two times slower than the EDD, and its perform-
ance in detection was inferior to this descriptor. These results correlated with the
finding of Valgren and Lilienthal 2010, where the SIFT descriptor was more accurate
in feature matching but took a considerably longer time frame.

Figure 5.1 shows the outcome of the segmentation algorithm, where we see
the strength of window detection and the weakness of the descriptor vector regarding
distortion and rotation.

V.1.2. Modular Descriptor

The genetic algorithm after 150 generations resulted an optimized descriptor
with good segmentation power and similar invariance to rotation, blur, size and affine
changes as the most used state-of-the-art descriptors. The final optimized paramet-
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Figure 5.3: Descriptor performance in time: (a) average object segmentation time,
(b) average descriptor extraction time

Source: Takacs, Toledano-Ayala et al., 2016

ers listed in Table 5.3 and final descriptor setup listed in Table 5.4 and 5.5.

Table 5.3: Optimized module genomes.

Parameter Value
Color Space XYZ
Patch Radius 10
Gaussian Kernel 7
Gaussian Blur sigma 1.5
Random Tree size 100
Random Tree depth 35
Number of values for split 16
Canny Kernel size 5
Canny low threshold 65
Gradient calculator Sobel

The invariance results plotted on separate graphs with the average match rate
on the y axes and the transformation cases on the x axes (Figure 5.5 and 5.6). The
modular descriptor also reached a significant improvement in the transformation in-
variance compared to EDD, and shown a midrange invariance towards affine, blur,
and size changes, but it kept highly variant towards rotation (Figure 5.5). Also per-
formed poorly during the photometric analysis (Figure 5.5) which suggests that for
that kind of environments need a different type of approach and new modules invari-
ant for this kind of changes.

We contrasted the Modular Descriptor with the most referenced descriptors’
performance with the same Random Forest Training parameters. Figure 5.7 shows
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Table 5.4: Optimized module genomes.

Module Size Genome
Original Optimized

Normalized Position 2 2 11
Mean and Standard Deviation
of each image channel 6 4 101,110

2nd Order Normalized
Central Moments of each channel 9 4 011,000,110

3rd Order Normalized
Central Moments of each channel 12 5 1001,0100,0101

4th Order Normalized
Central Moments of each channel 15 6 00101,00001,01110

5th Order Normalized
Central Moments of each channel 18 10 100111,100101,111000

Hu moments 21 12 0100101,1011101,0001111
Mean and Standard Deviation
of l1, l2, l3

6 4 101,101

Mean and Standard Deviation
of c1, c2, c3

6 4 100,111

Mean and Standard Deviation
of the H and C features 4 2 10,01

Affine moments 30 11 0101000110,1010010100,1000000110
Mean and Standard Deviation
of Distance Transform 2 2 1,1

Eigen Values 9 4 100,110,100

Gradient angels 45 23 01110,01010,01110,
0010111101,1010110100,0001011010

Total 188 93

Table 5.5: Optimized module values.

Module Active Values Module Active Values

1 Position normalized x and y 8 Mean and StD.
of l1, l2, l3

µ(l1,l3)
σ(l1,l3)

2 Mean and StD.
of image channels

µ(CH1,CH3)
σ(CH1,CH2) 9 Mean and StD.

of c1, c2, c3

µ(c1)
σ(c1, c2, c3)

3 2nd Cent. Mom. µ′11, µ
′
02 (CH1)

µ′20, µ
′
11 (CH3) 10 Mean and StD.

of the H and C
µ(H)
σ(C)

4 3rd Cent. Mom.
µ′30, µ

′
03 (CH1)

µ′21 (CH2)
µ′21, µ

′
03 (CH3)

11 Affine moments
I2, I4, I8, I9 (CH1)
I1, I3, I6, I8 (CH2)
I1, I8, I9 (CH3)

5 4th Cent. Mom.
µ′22, µ

′
04 (CH1)

µ′04 (CH2)
µ′31, µ

′
22, µ

′
13 (CH3)

12 Mean and StD.
of Dist. Trans. µ and σ Distance Transform

6 5th Cent. Mom.
µ′50, µ

′
23, µ

′
14, µ

′
05 (CH1)

µ′50, µ
′
23, µ

′
05 (CH2)

µ′50, µ
′
41, µ

′
32 (CH3)

13 Eigen values
λ1 (CH1)
λ1, λ2 (CH2)
λ1 (CH3)

7 Hu moments
φ2, φ5, φ7 (CH1)
φ1, φ3, φ4, φ5, φ7 (CH2)
φ4, φ5, φ6, φ7 (CH3)

14
Gradient angles
averages and
differences

θ11, θ12, θ21 (CH1)
θ11, θ21 (CH2)
θ11, θ12, θ21, (CH3)
θ00−21, θ11−12, θ11−21,
θ11−22, θ12−21, θ21−22 (CH1)
θ00−11, θ00−21, θ11−12,
θ11−21, θ12−21 (CH2)
θ00−22, θ11−21, θ11−22,
θ12−22 (CH3)
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Figure 5.4: EDD - Transformation Invariance results: (a) Gaussian blur (kernel size),
(b) Image rotation (angle), (c) Image resize (size), (d) Affine transforma-
tion (cases)

Source: Takacs, Toledano-Ayala et al., 2016

how each descriptor performed classifying the image points. Each color represent a
class: red - Windows & Doors, green - else, yellow - wall, blue - roof. We present the
accuracy evaluation results in Table 5.6. Each table reports the overall recognition
rate in the first column and the average recognition rate of each class in the rest of the
table. Tables 5.7, 5.8, 5.10 and 5.9 show the confusion matrices and performance
evaluation of each descriptor at with the four classes. The same performace metrics
are plotted in Figures 5.8, 5.9, 5.11 and 5.10.
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Figure 5.5: Modular descriptor - Transformation Invariance results: (a) Gaussian blur
(kernel size), (b) Image rotation (angle), (c) Image resize (size), (d) Affine
transformation (cases)

Table 5.6: Modular descriptor - Average true positives at the Brighton scene.(%)

Average true positive by class

Descriptor All Else Doors,
Windows

Roof Wall

SIFT 73.45 78.53 67.23 69.07 71.80
Opponent SIFT 72.45 77.66 66.76 79.15 69.54
SURF 56.18 57.58 55.94 13.96 58.34
Opponent SURF 57.63 65.16 52.30 34.72 57.84
EDD 67.42 63.89 58.17 59.77 61.92
Modular Descriptor 73.70 91.86 55.03 72.13 73.84
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Figure 5.6: Modular descriptor - Photometric Analysis results: (a) JPEG compres-
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Figure 5.7: Classification Results for each Descriptor: (a) Base image, (b) Ground
truth, (c) SIFT, (d) Opponent SIFT, (e) SURF, (f) Opponent SURF, (g)
EDD, (h) Modular 109



Table 5.7: Modular descriptor "Else" class - Classification outcomes and Measure-
ments.

SIFT SURF Opponent
SIFT

Opponent
SURF EDD Modular

True Positive 95095.40 52986.40 92506.60 56373.80 92347.00 89470.40
False Positive 23847.80 37013.40 23372.00 25829.40 14408.40 7177.60
False Negative 19112.40 61221.40 21701.20 57834.00 21860.80 24737.40
True Negative 147144.41 133978.80 147620.20 145162.80 156583.80 163814.61
Accuracy 84.94% 65.56% 84.20% 70.67% 87.28% 88.81%
Precision 80.06% 58.48% 80.16% 68.42% 86.70% 92.71%
Recall 83.93% 46.53% 81.57% 50.11% 81.28% 79.26%
Specificity 85.81% 78.02% 85.96% 84.65% 91.35% 95.58%
Neg.Pred.Val. 88.30% 68.51% 86.89% 71.54% 87.50% 86.73%
F-Measure 81.83% 51.75% 80.76% 57.67% 83.89% 85.36%
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Figure 5.8: "Else" class classification results and Measurements
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Table 5.8: Modular descriptor "Doors & Windows" class - Classification outcomes
and Measurements.

SIFT SURF Opponent
SIFT

Opponent
SURF EDD Modular

True Positive 948997.00 42877.40 47187.60 46515.80 43579.80 50882.00
False Positive 26151.20 41503.60 27632.60 48476.20 40014.40 47167.40
False Negative 22131.60 28251.20 23941.00 24612.80 27548.80 20246.60
True Negative 187920.20 172567.80 186438.80 165595.20 174057.00 166904.00
Accuracy 83.07% 75.54% 81.92% 74.37% 76.31% 76.36%
Precision 65.00% 51.52% 63.63% 50.21% 51.54% 52.27%
Recall 68.41% 59.90% 65.98% 65.13% 60.59% 71.58%
Specificity 87.84% 80.78% 87.19% 77.57% 81.31% 78.04%
Neg.Pred.Val. 89.49% 85.91% 88.63% 87.01% 86.37% 89.27%
F-Measure 66.52% 55.07% 64.45% 56.20% 55.69% 60.04%

N
U

M
B

E
R

 O
F

 C
LA

S
S

IF
IE

D
 P

O
IN

T
S

OUTCOMES

True Posi t ive False Posi t ive False Negat ive True Negat ive
0

30000

60000

90000

120000

150000

180000

210000

0

10

20

30

40

50

60

70

80

90

100

P
E

R
C

E
N

T
 (

%
)

Accuracy Precision Recall Specificity Neg.Pred.Val F-measure

MEASUREMENTS

SIFT SURF OPPONENT SIFT OPPONENT SURF EDD MODULAR

Figure 5.9: "Doors & Windows" class classification results and Measurements
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Table 5.9: Modular descriptor "Roof" class - Classification outcomes and Measure-
ments.

SIFT SURF Opponent
SIFT

Opponent
SURF EDD Modular

True Positive 2527.20 793.80 3566.00 1514.80 2465.80 4035.40
False Positive 1242.20 4733.40 682.20 2565.60 1811.00 2817.00
False Negative 3275.20 5008.60 2236.40 4287.60 3336.60 1767.00
True Negative 278155.41 274664.22 278715.41 276832.00 277586.59 276580.59
Accuracy 98.42% 96.58% 98.98% 97.60% 98.20% 98.39%
Precision 70.19% 15.94% 81.20% 39.67% 60.13% 61.21%
Recall 44.70% 14.48% 62.18% 27.26% 43.62% 69.74%
Specificity 99.55% 98.31% 99.76% 99.08% 99.35% 98.99%
Neg.Pred.Val. 98.84% 98.21% 99.21% 98.47% 98.81% 99.37%
F-Measure 53.60% 14.67% 69.11% 31.42% 48.92% 63.86%

N
U

M
B

E
R

 O
F

 C
LA

S
S

IF
IE

D
 P

O
IN

T
S

OUTCOMES

TP FP FN TN
0 0

10

20

30

40

50

60

70

80

90

100

P
E

R
C

E
N

T
 (

%
)

Accuracy Precision Recall Specificity Neg.Pred.Val F-measure

MEASUREMENTS

1500

3000

4500

6000

255000

270000

285000

300000

SIFT SURF OPPONENT SIFT OPPONENT SURF EDD MODULAR

Figure 5.10: "Roof" class classification results and Measurements
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Table 5.10: Modular descriptor "Wall" class - Classification outcomes and Measure-
ments.

SIFT SURF Opponent
SIFT

Opponent
SURF EDD Modular

True Positive 63567.40 61284.80 64182.80 63534.00 59182.40 62722.60
False Positive 23771.80 44007.20 26070.20 40390.40 31391.20 20927.60
False Negative 30493.80 32776.40 29878.40 30527.20 34878.80 31338.60
True Negative 167367.00 147131.61 165068.61 150748.41 159747.61 170211.20
Accuracy 80.97% 73.08% 80.38% 75.13% 76.76% 81.67%
Precision 72.58% 58.71% 70.52% 61.12% 64.98% 75.20%
Recall 67.16% 64.72% 67.55% 67.16% 62.43% 66.49%
Specificity 87.66% 76.93% 86.38% 78.85% 83.70% 89.10%
Neg.Pred.Val. 84.62% 81.69% 84.75% 83.14% 82.13% 84.49%
F-Measure 69.65% 61.31% 68.93% 63.90% 63.61% 70.33%
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Figure 5.11: "Wall" class classification results and Measurements
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V.1.3. PTAM implementation

The results of the implementation of the new optimized modular descriptor can
be compared with the following two image pairs in Figure 5.12 and in Figure 5.13.
The left image shows the virtual map built by PTAM, and the right image visualize
the interest points by augmenting on the real video feed.

The color code in the images in Figure 5.12 (PTAM’s original output) repres-
ents the source level of the interest points in the four level image pyramid. The red
points are from level 0, the yellow from level 1 green from level 2 and blue level 3. In
contrast, in Figure 5.13 the colors represent the classification results. The red points
show the else class, the yellow color represents the window class, the green points
are from the roof class, and the blue color presents the points form the wall class.

Figure 5.12: Original PTAM environment
Source: Takács, 2013

Figure 5.13: PTAM with the classified interest points and parallel map
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V.2. Discussion

This research showed that newly designed feature descriptor—generated and
optimized by the proposed proposed framework—integrated into PTAM performs ro-
bust and real-time facade segmentation. The genetic algorithm created, trained and
optimized the modular descriptor with the aid of the incorporated Random Forest
module. The descriptor was optimized without loosing their descriptive strength to
make suitable for AR applications.

Chapter IV showed the first contribution of this work, the design and evalu-
ation of the Environment Dedicated Descriptor. The low level image descriptor that
invariant to the changes that can occur in outdoor environments. The shows that
a compound of a few existing variables—that is cheap to calculate and chosen for
the environment—is capable of the same local feature description as a common
descriptor. The distance transform brings valuable information about sparse and
dense areas, color information holds extra information and the central moments can
be calculated easily while being independent. The results support the concept that
although these calculations are weak alone to describe a local feature but in con-
catenated form strengthen each other. The proposed descriptor is fast to calculate,
robust in segmentation and invariant to light condition changes.

During the evaluation period the feature extraction with the new environment-
dedicated descriptor was studied with respect to speed, accuracy, and invariance.
EDD examined the scene and calculated quickly the local features with distinctive
information. The complete descriptor was used for semantic-feature extraction, with
the aid of a trained Random Forest classifier. The results show that although the
most popular descriptors have reliable performance in feature detection, a descriptor
which is dedicated to a specific environment—that is, a street environment with
buildings—can have similar accuracy but in a shorter time period. The EDD also
responds well to the light-condition variations. This projects a new path to invest-
igate a trained dynamic descriptor that can adjust characteristics of the retrieved
information according to the environment. Based on the results, the EDD should be
stabilized for transformation invariance, and another version should be created for
different environmental characteristics.

Chapter IV presented the detailed description of a new, environment dedic-
ated modular descriptor generator and optimizer algorithm. The framework gener-
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ates descriptors through genetic algorithm cycles training and improving their effi-
ciency for classification. The algorithm controls the image processing and random
forest parameters and optimizes the descriptors’ size through managing the active
modules and values. The results show that although the mainstream descriptors
have reliable performance in feature detection and invariance, a modular descriptor
which is dedicated to a particular environment and optimized for size and image
preparation can have better classification accuracy and similar invariance to the en-
vironmental changes.

As the results show the framework has good potential to optimize a list of can-
didates of a module bank, and image processing parameters into a descriptor with
high recognition rate and invariance features. The algorithm also has the potential
not only optimize the size of an existing descriptor (Lategahn et al., 2013), but refine
the image processing parameters and steps. Interesting to see that after three differ-
ent genetic optimization with 200 generation each, the XYZ was the most effective
color space for our purposes with 100 trees in the Random Forest training period
which is identical to the original training parameter of Breiman (2001). Also there is
a substantial change comparing the patch with to EDD(Takacs, Rivas-Araiza et al.,
2015). Meantime they use 9×9 pixel size patch, in our case for the optimum size is
21×21. This implies more information but also more computation time.

After the genetic optimization to a specific scene, the modular descriptor de-
veloped a higher class recognition power, and became more invariant to transform-
ation changes. The modular descriptor’s overall recognition rate is the best among
the contrasted descriptors and gave the best performance—except in the ”Doors and
Windows” class—in the average recognition rate.

Based on the results a new, two cycle recognition function is proposed where
the first class best-recognized class results would be removed from the second clas-
sification period. Also new modules would be designed to enhance the invariance to
light condition changes.
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Abstract Stable augmented reality applications consist of

an accurate registration supported by a robust tracking

module. In outdoor locations, the changing environmental

and light conditions compromise this tracking. Reliable

descriptors under unsettled conditions are essential for this

process. The most used descriptors have this distinctive

capacity, but computers and mobile devices process them

in a long time frame. This paper investigates a new light-

weight environment dedicated descriptor (EDD) trained

with a machine-learning algorithm. The descriptor analyzes

the scene characteristics with elements that can be com-

puted fast and that have distinctive information about the

selected area. The complete descriptor is used for semantic

feature extraction with the aid of a trained random forest

classifier. The descriptor is compared with the most pop-

ular descriptors—with respect to speed, accuracy, and

invariance to illumination changes, scale, affine transfor-

mation, and rotation—and the results show that it is faster

and in most cases equally reliable .

Keywords Augmented reality � Image processing �
Descriptor � Random forest learning algorithm �
Machine learning � Computer vision

1 Introduction

The use of augmented reality (AR) applications has been

increasing in the past years. Despite the continuous

improvement, AR applications have lots of flaws in out-

door environments. The rapidly changing light and envi-

ronmental circumstances and the mobile devices’ limited

storage and processing capacity destabilize this software.

To address this issue, we created a lightweight and robust

application that can handle these factors in outdoor envi-

ronments. An AR system using an EDD and semantical

segmentation could master this problem. An EDD enhan-

ces the computational efficiency, and the environment

segmentation reduces storage data. These applications

overcome internet dependencies for calculation and large

stored datasets.

The outdoor AR applications face two main issues:

changing light conditions and large computational data.

Illumination change lowers the precision, and the contin-

uous calculation overloads the device’s memory. The used

floating-point grayscale descriptors [12, 27] are computa-

tionally expensive and do not take into account color

information. The segmentation techniques aim to decimate

the stored data, but the used color descriptors with

machine-learning techniques are creating a large amount of

data.

There have been various approaches to reduce compu-

tational time and data and to make keypoint detection and

description invariant to outdoor changes. Descriptors

trained with machine-learning algorithms [6, 28, 31, 32]
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brought promising results in terms of discrimination power.

These studies use existing descriptors or image filtering

techniques to extract low-level discriminative information

in all types of scenery. Other works use scene-specific

trained filters [37], but they focus on the keypoint detection

only.

The previously mentioned descriptors are robust in just

only one aspect: They are fast to calculate or have good

segmentation power or invariant to structural and light

condition changes. Our aim is to show that an environment

specialized feature descriptor can fully satisfy multiple

evaluation areas at once, can produce similar results in terms

of performance, and can be as efficient as the most popular

feature descriptors. Also, we aim to show that a descriptor

can be created for a specific scenery, where it operates with

high efficiency. The base concept is to create lightweight

descriptors with simple, computationally cheap elements

that are specialized to the corresponding environment

(buildings, dense, and sparse areas) after training and

empowering their segmentation accuracy with machine-

learning techniques. The results show that although the

descriptor made of ordinary elements, if they are carefully

chosen for the environment , the concatenated form can be as

effective as a common descriptor. A further goal is to create a

new optimized modular descriptor—robust in repeatability

and invariant to light changes—where the system can auto-

matically detect the scenery and decide the composition of

the descriptor with the objective to reduce the computed and

later stored data on mobile devices.

This paper presents the results of a comprehensive

performance evaluation of a specialized feature descriptor

in terms of computational efficiency, retrieval perfor-

mance, and invariance. It will start with the presentation of

the random forest classifier, which will be followed by the

state-of-the-art descriptors that were used for the evalua-

tion of EDD. The second part of the article begins with an

overview of the experimental setup and finishes with the

results and discussion .

1.1 Related work

Tracking is how AR systems specify their positions in 3D

environments, a crucial support for the stable registration.

For outdoor conditions (changing light settings, markerless,

and sparse areas), different techniques were developed over

the years. At the beginning of the last decade, mainly

magnetic sensors (gyroscope, GPS, accelerometer, or

compass) specified the devices position [1]. Along the

same decade developments, in computer and mobile cen-

tral processing units (CPU) made possible to do tracking

using the device’s camera feed. The camera see-through

AR applications started to exploit the visual information

through the video stream using image-processing

functions. Using local image features became the most

successful approach to analyze and describe such infor-

mation. Many surveys [20, 25, 29, 30] were published

during the past decade to compare and categorize the local

image descriptor techniques. All these works conclude a

descriptor, one that works flawlessly in all environments

and is invariant to all types of image transformations, has

not been developed. In the research literature, SIFT [27] is

the first robust and—according to Google Scholar, with

more than 30,000 citations—the most referenced descrip-

tor, which is seen as a milestone in the development of

local invariant feature descriptors. SIFT is still the most

reliable with high repeatability rate—the percentage of

points simultaneously present in two images—despite the

fact that many versions have been developed to address one

of its weaknesses: LLA-SIFT [22] for size reduction and

face recognition, Opponent SIFT [36] and yCQ-SIFT [40]

for color image description.

Recently, the focus went beyond the repeatability rate

focusing on the calculation time, the dimensionality of the

feature descriptors, and the light-change invariance for

outdoor use. Different approaches were used to achieve

dimensionality reduction, GLOH [29] with principal

component analysis, with similar pattern removal [16] and

DIRD [24] with genetic algorithm optimization. For illu-

mination invariance, OSID [34] applies ordinal and spatial

intensity histogram, LIOP [39] considers the intensity order

among all the sample points, and LOIND [14] uses depth

information.

The parallel tracking and mapping (PTAM) [23] appli-

cation—to substitute the magnetic sensors with only camera

tracking—localizes itself with the simultaneous localization

and mapping (SLAM) technique. The application loses the

tracking easily in the outdoor environment, quickly over-

loading the memory with data. To reduce memory load,

different approaches were used, cloud-based, machine-

learning techniques [18] to lift the calculation from the

mobile device or the reduced size I-BRIEF descriptor [26].

The automatic facade-recognition techniques were a

response to the growing need of mass 3D reconstruction

and modeling in city planning—geo-applications like

Google Earth or Microsoft Virtual Earth—and in 3D GPS

navigation systems to reduce the reconstruction time and

the storage size of the data [17]. Researchers developed

various techniques for this recognition and segmentation

over the years. The ‘‘bag of keypoint’’ method [10]—a

general image categorization technique—uses pixel-level

image processing assigned to high-level image clusters

called ‘‘vocabularies’’ for training a multiclass classifier.

This technique reached better results combined with color

descriptors and the random forest learning method [3, 15].

The latest investigations achieved real-time feature

extraction, using discrete-time cellular neural networks and
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an accelerated KAZE algorithm [21], or multiscale con-

volutional network [13].

2 Proposed method

2.1 Random forest

The random forest [5] is a high-performance discriminative

classifier, handling a large set of features without having

difficulties, due to the curse of dimensionality [15]. This

supervised learning method—which is able to learn more

than one class at a time—constructs an ensemble of

recursively created random binary decision trees (Fig. 1)

during the training period. The algorithm learns the optimal

threshold (t) at each node to split the training data by using

the same number of random features in each tree. The

classification process returns the class (j) probability (p) of

a given feature vector (vi) via averaging the final votes (ps)

of each tree with the total number of trees (T) (Eq. 1).

pðyi ¼ jjviÞ ¼
1

T

XT

s¼1

psðyi ¼ jjviÞ ð1Þ

The process aggregates randomness at two stages during

the building of the forest in the training session. With this

step, random forest solves the overfitting problem, which in

other algorithms like the random decision trees causes

major issues. First, the bootstrap aggregation creates ran-

dom subsets of data, from which the trees are learned.

Second, the split functions use only an m random value of

all features during the creation of the decision trees [5].

The random forest calculates the out-of-bag (OOB) error

rate for each tree to guarantee unbiased results. This means

that one-third of the cases are left out and not used in the

construction of each tree, making unnecessary an extra test

set for cross-validation, where bias still exists with an

unknown extent [5].

2.2 The descriptors

For image detection or classification, the image properties

need to be described in a unique manner. The local features

group in different ways—by the used computation method

(e.g., gradient- or histogram-based), by the used component

data (e.g., binary or floating point-type), or by the working

environment (e.g., inside or outside)—but they have com-

mon properties. The use of local descriptors follows the

aforementioned principal steps: feature detection, descriptor

calculation, and featurematching. The features ought to have

unique, reproducible, and invariant properties and an effi-

cient calculation technique. For this reason, the descriptor

has to be repeatable, invariant to scale, rotation, affine

transformation, and light condition changes and be compact

in size to provide optimum storage and calculations to cite a

few. In other words, the resulting descriptor over a keypoint

of the same object from two different images has to be

identical, even if the environment has changed.

2.2.1 State-of-the-art descriptors

Scale-invariant feature transform (SIFT) SIFT has been the

most used and referenced descriptor in the past 10 years. It

contains 128 elements calculated from a set of orientation

histograms on 4 9 4 pixel over a 16 9 16 region around

the keypoint. The magnitudes are weighted by a Gaussian

function afterward [27].

Speeded up robust features (SURF) It is inspired by

SIFT, but it has a faster calculation performance and

smaller dimensionality [2]. The technique uses a 64-di-

mension vector calculated from a square region centered on

the keypoint. The region is split into 4 9 4 subregion.

They calculate a Gaussian-weighted, horizontal-and-verti-

cal Haar wavelet—which is summed over the subregions—

and the absolute values of the same responses.

Opponent SIFT This is the best performing SIFT

descriptor on colored images [36]. It is calculated in the

same way as the classical SIFT descriptor, in each of the

highly decorrelated opponent color channels (Eq. 2), where

the color space calculated from the basic RGB values

contain one intensity (O3) and two chromaticity channels

(O1 and O2). This leads to a 384-dimension vector.

O1

O2

O3

0
B@

1
CA ¼

R� Gffiffiffi
2

p

Rþ G� 2Bffiffiffi
6

p

Rþ Gþ Bffiffiffi
3

p

0
BBBBBBB@

1
CCCCCCCA

ð2Þ

Opponent SURF This descriptor retrieves color information

and was first applied for tracking using foreground/
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 < >

≥
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<>

f4(vi)   t4
<>

<

f3(vi)   t3
<>

≥

f5(vi)   t5
<>

≥

<

vi

pτ l (yi = κ | va)

Fig. 1 Binary decision tree
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background discrimination [9]. The extraction method uses

the original SURF calculation steps in the three opponent

color channels (Eq. 2), producing a 192-dimensional vec-

tor. According to the authors, the invariance and discrim-

inative power of the tracker increased using this descriptor.

2.2.2 Environment dedicated descriptor (EDD)

The descriptor was shaped thinking on the characteristics of

the environment. The used databases contain images from

urban scenery, combining organized shapes, parallel lines,

sparse and dense areas. Therefore, the descriptor was aimed

to capture this information in short period of time. EDD is a

113-dimension vector computed from a 9 9 9 patch selec-

ted around each keypoint. The size was chosen to be big

enough to pick up edges and low-level changes on the

image, but also was sized to reduce the forest training time

and size. The following elements make up the descriptor:

(1) Position—2 values—2D image coordinates of the

patch centers to separate points which are on the top (sky),

on the bottom (street), and in the middle (wall).

Before the calculation of the color values and the central

moments, we normalize the patch (P) pixel values with the

local maxima.

Paverage ¼
Px

0

Py
0ðImax � Iðx; yÞÞ

Psize

Inormðx; yÞ ¼
Imax � Iðx; yÞ

Paverage

ð3Þ

(2) Patch mean—6 values—The mean of the red, green,

blue (from the RGB channels), and saturation values (from

the HSV channels) over the patch, to exploit the color

changes on the images. Sine and cosine of the mean of the

discontinuous hue values were calculated over the patch. In

consequence of the channels, angular design, the color

values differ significantly at the opposite ends (0� and

359�), while these colors have neighboring RGB values.

With the sine and cosine pair, we equalize them (ex.

sinð0�Þ ¼ sinð360�Þ ¼ 0 and similarly cosð0�Þ ¼
cosð360�Þ ¼ 1).

(3) The third-order central moments—24 values—

generated to obtain distinctive shape description of the

patch. The central moments can be easily calculated and

are independent [29]. The third-order central moments—

l03, l30, l21, l12—of the RGB and HSV channels over the

patch measure the skew and the symmetry of the point

spread around the mean of the patch. At first the zeroth-

(M00) and first-order (M10, M01) raw image moments are

calculated by

Mij ¼
X

x

X

y

xiy jInormðx; yÞ ð4Þ

then the two components of the patch centroid:

x ¼ M10

M00

; y ¼ M01

M00

ð5Þ

The third-order central moments—where the sum of the

p; q 2 N subscript of lpq specifies the order of the

moment—defined as:

lpq ¼
X

x

X

y

ðx� xÞpðy� yÞqInormðx; yÞ ð6Þ

The higher-order moments describe more fine variations in

the shape, but they are more sensitive to noise and left out

for that reason.

(4) Distance transform—81 values—Distance trans-

form measures the distance between the pixel and the

nearest detected canny edge [8] point. This feature was

used in a variety of segmentation algorithms [11, 38]. The

values of the distance transfer are growing as the points are

farther away from the edge. They reach their maximum on

flat areas, which is a good distinctive component in the

descriptor, helping the forest to separate flat area patches

from patches on areas with lots of transition (Fig. 2).

2.3 Datasets

We used two sets of images with different characteristics

during the evaluation. Both datasets contain street sceneries

with buildings, serving to evaluate the descriptors adapt-

abilities in a specific and in a general environment.

The Brighton images were specifically chosen key

frames from video recordings made on two different

occasions, with different light conditions on Queens Gar-

dens Street in Brighton, UK. The database contains 52

images labeled with four classes. The classes are mean-

ingful regions of house images (doors and windows, wall,

roof, else). Ninety percent of the images were set for

training, and the rest were destined for the testing period.

The LabelMeFacade [15] dataset was assembled from

the LabelMe [33] database. It contains 945 labeled images

with nine classes (building, car, door, pavement, road, sky,

vegetation, window, else), including the most important

semantical regions of an urban scene. We divided the

dataset into 100-mixed-scene images for training and 845

for testing following [7] the description.

In both cases, the testing images were taken in different

circumstances and in a different part of the environment as

the training images, to avoid overfitting in the testing

period.

2.4 Experiment

The experiment followed a uniform strategy for all inves-

tigated descriptors: The system extracted the descriptor

vector using the same keypoint matrix for all the images;
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the training method loaded the calculated descriptor vec-

tors from all the training images to random forest; the

classification method segmented the object features using

the trained decision trees (Algorithm 1). During the

experiment, we used the OpenCV [4] for the image pro-

cessing, to compute the SIFT, Opponent SIFT, SURF,

Opponent SURF descriptors, and for the random forest

calculation on a PC with 15.6 GB RAM and Intel�Cor-

eTMi7-4790 CPU with 3.60 GHz � 8.

The images were processed in order to remove the noise

and undesired edges to gain the most characteristic infor-

mation. For the purpose, a Gaussian blur filter with an

11� 11 kernel and r ¼ 30 was used. From our experiment,

that setup produced the least noisy and most prominent

edges. The resulting images were saved for the descriptor

extraction and to estimate the canny edges [8]. This served

for computing the pixel distances from their closest edge

pixel (Fig. 2). These blurred-color and pixel-distance

images were used for calculating the descriptor vector

(Fig. 3). To obtain the most data keypoints were set across

the image with a distance of nine pixels. This ensured that

the patches cover all area of the image to retrieve all the

necessary training information.

The random forest training operation followed the pro-

posed framework by [5]. A group of 100 decision trees

consisted of a forest with a depth maximized in 15. The

incoming vectors reached the lowest point after at each of

the 15 levels a decision node, with m number of randomly

selected variables for a good split at each node. We first

considered Brieman’s [5] setup values, as he stated that,

‘‘the strength of the forest remained constant after passing

the value m ¼ 4, in other words adding more inputs do not

help.’’ Then we chose m equal to the square root of the

feature dimensionality p (m ¼ ffiffiffi
p

p
) [19]. We saved the

forests for later use and measurement. To recognize the

objects of interest, we used the same descriptor retrieval

procedure on the test images and loaded the information to

the trained decision trees. The resulting votes on the

interest areas were applied for creating binary images. The

bounding boxes were arranged and reprojected to the

original images after removing outlier points (caused by

the misclassification) with morphological operations.

2.5 Evaluation

The descriptor evaluation was divided into two operations:

accuracy and speed analysis, with different training data-

base sizes and characteristics during the test session; and

Fig. 2 Edges and distances:

a canny edges, b distance

transform

Fig. 3 Descriptor extraction
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invariance evaluation to size, rotation, blur, light intensity

changes, light intensity shifts, and light color changes in a

separate function (Algorithm 2).

We generated confusion matrices from the random for-

ests’ test results to compare the precision of each descriptor.

This formed the base to calculate the overall recognition

rate—the average of all correctly classified patches on the

test set—and the average recognition rate—the average per

class recognition rate on the test images. The speed probe

measured two different properties. The average descriptor

extraction time shows the time of the descriptor retrieval

from the whole image with an equal amount of keypoints.

The average segmentation time demonstrates the duration of

the forest evaluation and image segmentation.

A set of two identical images served for the invariance

test. To compare the impact of the deformation, we kept

one of the pair as ground truth and transformed the other.

During the rotation, resize (Eq. 7), and affine transforma-

tion assessments (Eq. 8), the same transformation matrix

converts the keypoints and image pixels (Fig. 4) to place

the reference points at the correct spot. Then we compare

the extracted descriptor vectors with the brute-force

matching function [4].

M ¼
a b ð1� aÞ � center:x� b � center:y
�b a b � center:xþ ð1� aÞ � center:y

� �

where

a ¼ scale � cos angle
b ¼ scale � sin angle

ð7Þ

A ¼
a00a01

a10a11

� �

2�2

B ¼
b00

b10

� �

2�1

T ¼A �
x

y

� �
þ B ¼

a00xþ a01yþ b00

a10xþ a11yþ b10

� � ð8Þ

The large lighting condition variations—which often

happen in real-world scenarios—can be modeled by a

diagonal mapping. We used [36] photometric analysis and

a diagonal model to rate the descriptors’ robustness against

light changes. The matrix maps the colors captured under

an unknown light source u to their equivalent under the

canonical illuminant c. Light intensity change alters the

pixel values multiplying with a constant factor (Eq. 9).

Rc

Gc

Bc

0

B@

1

CA ¼
a 0 0

0 a 0

0 0 a

0

B@

1

CA
Ru

Gu

Bu

0

B@

1

CA ð9Þ

Light intensity shift amends all color channels with the

same constant across the image (Eq. 10).

Fig. 4 Affine transformation cases in invariance evaluation: a–j Case 1–10
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Rc

Gc

Bc

0
B@

1
CA ¼

Ru

Gu

Bu

0
B@

1
CAþ

o1

o1

o1

0
B@

1
CA ð10Þ

Light color change modifies the color channels indepen-

dently (Eq. 11). This type of modification can model

changes in the illuminant color and light scattering [36]. To

model these changes, we used the RGB values corre-

sponding to light color temperatures (Fig. 5).

Rc

Gc

Bc

0
B@

1
CA ¼

a 0 0

0 b 0

0 0 c

0
B@

1
CA

Ru

Gu

Bu

0
B@

1
CA ð11Þ

3 Results

We contrasted the EDD with the state-of-the-art descrip-

tors’ performance. Tables 1 and 2 show the accuracy

evaluation results. Each table reports the outcome of clas-

sification—using the trained forest with parameter

m ¼ ffiffiffi
p

p
—with the overall recognition rate in the first

column and the average recognition rate of each class in the

rest of the table. These analyses show a similar pattern with

all the tested descriptors. After the training to a specific

scene, the descriptors gave better results in classification.

Throughout the testing, the Opponent SIFT, and SIFT

descriptors gave the most reliable performance, above 70%

with the specific and 58% with the general environments.

The Opponent SIFT descriptor was designed for a color

environment, but in the evaluations it had a poorer perfor-

mance than the grayscale SIFT descriptor. The EDD came

out third overall, after the two SIFT descriptors. This shows

that a trained environment-specific descriptor with carefully

chosen modules can substitute effectively the state-of-the-

art descriptors in classification tasks.

Throughout the Brighton scene (Table 1), the EDD was

operating with high precision in most of the classes except

in the ‘‘Roof’’ class. Sparse (low image gradient) areas like

the ‘‘wall’’ were still producing good results, but gave its

best performance classifying the ‘‘else’’ group. The clas-

sification results (Fig. 6a) show visually the outcome,

where each color represents a class: the yellow circles the

wall class, the red circles the window or door class, the

Fig. 5 Light changes: a original image, b intensity change (a = 3), c light color change (3800 K), d color shift (o1 = 100)

Table 1 Average true positives

at the Brighton scene (%)
Descriptor All Average true positive by class

Else Doors and windows Roof Wall

SIFT 74.67 82.58 61.03 70.16 79.15

Opponent SIFT 72.92 83.97 56.27 77.92 79.41

SURF 53.46 63.27 46.69 17.55 59.48

Opponent SURF 55.43 74.74 43.90 34.25 62.55

EDD 67.58 92.36 45.68 55.92 72.39

Table 2 Average true positives

with 100 images (%)
Descriptor All Average true positive by class

Else Building Door Window Car Pavement Road Sky Vegetation

SIFT 67.27 0 65.68 0 0 29.66 21.02 88.74 73.24 33.09

Opp. SIFT 64.15 0 60.85 0 0 29.16 24.44 86.59 79.06 35.26

SURF 46.13 0 47.10 0 0 12.57 3.79 59.03 62.56 20.57

Opp. SURF 51.54 0 48.39 0 0 0 0 75.46 63.39 33.31

EDD 60.48 0 63.81 0 0 14.67 9.56 85.07 65.14 31.33
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blue circles the roof class, and the green circles the else

class. We can observe that despite the outliers and the

misclassified object (Fig. 6b), the descriptor’s overall per-

formance is good.

The different scene characteristics of the LabalMeFa-

cade dataset reduced the exactness of the descriptors

(Table 2) in feature recognition (doors, window, car,

pavement, vegetation, and else). However, the EDD

(a) (b)

Fig. 6 EDD results: a keypoint

classification result,

b segmentation result
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Fig. 7 Photometric analysis results: a intensity shift (with offset o1), b intensity scaling (with scalar a), c illumination color temperature (K)
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produced high-performance results in detecting buildings,

roads, and the sky, and we can clearly see that to capture

the other classes correctly, other type of modules need to

be incorporated to the descriptor. Using this dataset, we

observed a significant improvement in the classification

performance by changing the number of random values

during the random forest training at the split points moving

from m ¼ 4 to m ¼ ffiffiffi
p

p
. This could be because in this

dataset we have nine segmentation categories, and the

more feature chosen at the nodes resulted more accurate in

categorizing the features (Figs. 7, 8).

The photometric analysis and the invariance test gave

two different kinds of results for the EDD. During the light

intensity change, light intensity shift, light color change,

and blur test, it gave the most reliable performance. This is

due to the local normalization on the patch level and the

blurring during the image preparation period. On the other

hand, the descriptor still had a poor performance during the

image transformation assessment.

The measured average segmentation time (Fig. 9a)

and average descriptor extraction time (Fig. 9b) indicate

that the EDD is by far the fastest in both cases. In the

extraction time, we included the image-processing and

the feature calculation times. We can observe in Fig. 9a

how much time it takes for the computer to extract all

the descriptor vectors from the whole image (average

3600 vector/image). The EDD is on average 26 times

faster than the Opponent SIFT and needs 4.5 times less

time than the SURF. However, the algorithm has been

run on different computers, and the ratios between the

descriptors’ calculation time maintained invariant. The

(a)
(b)

(d)(c)

Fig. 8 Transformation invariance results: (a) Gaussian blur (kernel size), (b) image rotation (angle), (c) image resize (size), (d) affine

transformation (cases)
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results are due to the calculation efficient descriptor

features. The average time the computer takes (Fig. 9a)

to read and calculate the necessary data for the

descriptor is based on the outcome of the classification,

which segmented the window and door areas. The result

data show while the most accurate SIFT descriptor

needed 44 s on average, the Opponent SIFT descriptor

for the same work needed two times as much effort in

time. The Opponent SURF descriptor occupied 56 s for

the work, which is two times slower than the EDD, and

its performance in detection was inferior to this

descriptor. These results correlate with the finding of

[35], where the SIFT descriptor was more accurate in

feature matching but took a considerably longer time

frame. Figure 6 shows the final outcome of the seg-

mentation algorithm, where we see the strength of win-

dow detection and the weakness of the descriptor vector

in terms of distortion and rotation.

4 Conclusion

The main contribution of this work is a new approach to

create robust descriptors satisfying multiple requirements

at once. We proved that a compound of a few existing

variables—that is cheap to calculate and chosen for the

environment—is capable of the same local feature

description as a common descriptor. The distance trans-

form brings valuable information about sparse and dense

areas, color information holds extra information, and the

central moments can be calculated easily while being

independent. The results support the concept that although

these calculations are weak alone to describe a local feature

but in concatenated form strengthen each other. The

proposed descriptor is fast to calculate, robust in segmen-

tation, and invariant to light condition changes. In this

paper, feature extraction with a new environment dedicated

descriptor was studied with respect to speed, accuracy, and

invariance. EDD examined the scene and calculated

quickly the local features with distinctive information. The

complete descriptor was used for semantic feature extrac-

tion, with the aid of a trained random forest classifier. The

results show that although the most popular descriptors

have reliable performance in feature detection, a descriptor

which is dedicated to a specific environment—that is, a

street environment with buildings—can have similar

accuracy but in a shorter time period. The EDD also

responds well to the light condition variations. This pro-

jects a new path to investigate a trained dynamic descriptor

that can adjust characteristics of the retrieved information

according to the environment. Based on the results, the

EDD should be stabilized for transformation invariance

and another version should be created for different envi-

ronmental characteristics.
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Ciudad de México, a 26 de Octubre de 2016

ESTIMADOS SEÑORES DEL SIN
CONACYT

P R E S E N T E

Por este conducto se hace constar que el C. Andras Takacs ha realizado la transferencia tecnológica
de un “Algoritmo organizador de descriptores con algoritmo genético”, el cual se encuentra
registrado ante el Instituto Nacional del Derecho de Autor (INDAUTOR) con número de registro 03-
2016-091410443600-01, el cual ha sido incorporado como un módulo de un sistema de visión
artificial desarrollado dentro del marco de un proyecto denominado “Investigación y desarrollo de
sistemas de captura por visión artificial con aplicaciones para sistemas hápticos, e-learning y
videojuegos” realizado conjuntamente entre la empresa y la Universidad Autónoma de Querétaro.

Se extiende la presente para los fines que al interesado convengan a los veintiséis días del mes de
octubre del año en curso, sin otro particular que agregar por el momento, quedo a sus órdenes y
aprovecho la ocasión para enviarle un cordial saludo.

Atentamente

Alyed Tzompa Sosa
Director General
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