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Abstract

Attention De�cit Hyperactivity Disorder is one of the problems that a�ect a consid-

erable part of society, in this research work a couple of methodologies are proposed to

address this problem through the classi�cations of electroencephalogram signals. The

�rst methodology consists of �ltering the electroencephalogram signals to remove the

greatest amount of noise and to extract the beta band. Then it is necessary to extract

the Absolute Power of the electroencephalogram signals from the selected channels

(Cz, C3, C4, Fz, Pz). The Absolute Power generates a smaller data set with the help

of a Genetic Algorithm which selects the most representative attributes to be able to

represent them in 2D images. In this case, with the help of the Continuous Wavelet

Transform technique, a Power Spectrum represented in 2D images is obtained. The

three Deep Learning Models that are implemented are ResNet-152, the ResNeXt-101

and the GoogLeNet. Similar results are observed with the implementation of these

models; with the ResNet-152 model an accuracy of 86.6% is shown as a result, with

the ResNeXt-101 model shows an accuracy of 83.92% and with the GoogLeNet model

an accuracy of 85.74%. The second methodology for the approach to the classi�cation

of people diagnosed with Attention De�cit and Hyperactivity Disorder and people of

Control making use of the electroencephalogram, proposes a �ltering phase �rst where

the noise from the signals is removed, while extracting the beta band and �ve di�erent

measurs are extracted: Standard Deviation, Variance, Entropy, Absolute Power and

Relative Power. Each of these measurs provides relevant information. Two algorithms

are implemented which are Logistic Regression and the Maximum Likelihood, these

models are trained with 70% of the data set and 30% are used for validation that is

randomly selected, this process is repeated several times and the best results obtained

are 80.30% of accuracy in the Logistic Regression model and 84.40% in the Maximum
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Likelihood model, greater extraction of characteristics translates into a greater amount

of information, the correct extraction of information allows us to implement algorithms

such as Logistic Regression and Maximum likelihood.
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En ese instante gigante, he visto millones de actos deleitables o atroces; ninguno

me asombró como el hecho de que todos ocuparan el mismo punto, sin superposición y

sin trasparencia. Lo que vieron mis ojos fue simultáneo: lo que transcribiré, sucesivo,

porque el lenguaje lo es. Algo, sin embargo, recogeré. (In that single gigantic instant I

saw millions of acts both delightful and awful; not one of them amazed me more than

the fact that all of them occupied the same point in space, without overlapping or trans-

parency What my eyes beheld was simultaneous, but what I shall now write down will

be successive, because language is successive. Nonetheless, I'll try to recollect what I

can). Jorge Luis Borges, The Aleph, page 13. translate by Norman Thomas di Giovanni.
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CHAPTER 1

Introduction

1.1 Background.

Attention De�cit Hyperactivity and Disorder (ADHD) have a great in�uence on brain

activity, and the study of this process can be categorized mostly into 3 groups [1]. The

�rst group focuses on the study of event-related potential (ERP), in which implement

di�erent types of tests and in these studies a di�erence is reported in the levels of activ-

ity in the parietal and frontal lobes, a second group focuses on Slow Cortex Potential

(SCP). In this type of research it is mentioned that the Contingent Negative Variance

(CNV) in subjects diagnosed with ADHD is lower than in control subjects, �nally, a

third group that focuses on data mining and neurofeedback, use EEG signals and em-

phasize that a subject diagnosed with ADHD has an increase in the power of the δ and

θ waves and the lack of attention generates a decrease in the power of the α and β band.

15

Dire
cc

ión
 G

en
era

l d
e B

ibl
iot

ec
as

 U
AQ



CHAPTER 1. INTRODUCTION 16

In this research, the proposed approach is focused on the third group mentioned

above [1], where it is intended to �nd the variation in the power of the di�erent waves,

this through di�erent techniques which we will address throughout this investigation.

For the classi�cation of EEG signals, the use of Support Vector Machines (SVM)

has been applied to generate di�erent results of accuracy, Helgadttir use 17 channels

according 10-20 international system and SVM model with 79% of accuracy [2], Tenev

applied 4 SVM models obtaining an accuracy of 82.3% [3], Abibuallaev applied power

spectral density and SVM with a result of 98.25% , Reza Yahoobi has the two works

with the highest accuracy, SVM with Stochastic Fractal Search with 98.25% of accuracy

and Mixture of Expert Fuzzy Models (MEFM) with 99.01% [1] [4].

The Cz channel was used as the only channel in di�erent works, using its θ/β ratio,

Ogrim applied the ANCOVA statistical tool obtaining an accuracy of 58% [5], Snyder

on the other hand applied ANOVA obtaining 89% [6], Monastra achieves better results

applying ANOVA with 91% of accuracy [7].

Also Sadatnezhad applied Linear Discriminant Analysis (LDA) in addition to other

classi�cation techniques such as Direct Linear Discriminant Analysis (DLDA), the re-

sults obtained depend on certain conditions such as eyes open or eyes closed and noise

ratio, with 10% of this and open eyes get 80.92% ± 16.23 of accuracy [8], Ahmadlou

use one-way ANOVA to �nd the most discriminative features and LDA model for clas-

si�cation that give them an accuracy of 84.2% [9], Magee used 3 di�erent clusters in

these the Linear Regression model was implemented, mentions that collectively these

three equations give an accuracy of 87% [10].
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CHAPTER 1. INTRODUCTION 17

Mohammadi implemented a Multilayer Preceptron, to select the best character-

istics, he implemented two di�erent techniques Double Input Symmetrical Relevance

(DISR) and minimum Redundancy Maximum Relevance (mRMR), obtained 93.65%

accuracy[11], the repository generated in the research is the same as that used in this

work, it is addressed in greater depth in the dataset section.
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CHAPTER 1. INTRODUCTION 18

Author Year Measures Classification Algorithm Accuracy

Vicent Monas-
tra

2001 θ / β ratio ANOVA 91.00%

Christopher
Magee

2005 Realtive and absolute
δ, θ, α and β power

Logistic Regression 87.00%

Steven Snyder 2008 θ / β ratio ANOVA 89.00%

Khadijeh Sadt-
nezhad

2011 Fractal-based, band
power and wavelet
coefficients

Fisher Linear Discrimi-
nant Analysis

80.92%

Geir Ogrim 2012 Absolute θ and β
power

ANCOVA 85.00%

Mehran Ah-
madlou

2012 Inter-electrode syn-
chronization

Linear Discriminant
Analysis

88.20%

Bedakh
Abibullaev

2012 Ratio θ/α θ/β power,
relative θ and relative
β

Support Vector Machine 97.00%

Aleksandar
Tenev

2013 Absolute δ, θ, α and β
power

Support Vector Machine 82.30%

Halla Hel-
gadóttir

2015 Multi-channels, opti-
mal features

Support Vector Machine 79.00%

Reza Moham-
madi

2016 Multi-channels fractal
dimension

Multi-Layer Perceptron 93.65%

Reza Yaghoobi 2017 Multi-channels, opti-
mal features

Mixture of Expert Fuzzy
Model

99.01%

Reza Yaghoobi 2018 RQA, power and en-
tropy

Support Vector Machine 98.25%

Our Work 2021 Absolute and Rela-
tive β power, Entropy,
Standard Deviation ,
Variance

ResNet-152, ResNeXt-
101, GoogLeNet, Maxi-
mum Likelihood

86.60%

1

Table 1.1: Previous work in the classi�cation of EEG signals.

It is important to address the use of residual networks in the classi�cation of EEG

signals, regardless of the purpose of these investigations, there are some tools to address

this issue. Bizopoulos made use of Signal2Image (S2Is), to convert signals to images,

implemented di�erent models, LeNet , AlexNet, VGGnet, ResNet, DenseNet and their
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CHAPTER 1. INTRODUCTION 19

variations, as shown in table 1.2, with the use of ResNet152 an accuracy of 74.1 % [12].

Junayed made use of power spectral density (PSD) to detect di�erent sleep stages

with the use of the ResNet model, obtaining a quali�cation accuracy of 87.8% in women

and 83.7% in men. [13].

Shalbaf aimed to identify Schizophrenia using EEG signals, he applied continuous

wavelet transform (CWT) method to convert the signals into images, then he made use

of 4 di�erent pre-trained CNNs models: AlexNet, ResNet-18, VGG-19 and Inception-v3

and then they used the output of these models like inputs of support vector machine

(SVM) classi�er with an accuracy of 98.60 % [14].

Yunyuan in his work for classi�cation on people with epilepsy, the EEG signals are

denoised by wavelet transform and then analyzed by power spectrum density (PSD),

the two-dimensional images generated from PSD, are called power spectrum density

energy diagrams (PSDEDs), These re�ect the energy information of di�erent frequency

bands and as classi�cation algorithms, he implements Inception-ResNet-v2, Inception-

v3, and ResNEt152 obtaining an accuracy of 91.9%, 91.3%, 95% respectively [15].

Duan in his work for the diagnosis of Alzheimer using EEG signals, used Low Order

Functional Connectivity (LOFC) as input for a ResNet-18 model with an accuracy of

98.33 % [16].

Hatami in his work makes a deep analysis in the use of Recurrent Plot (RP) to

transform Time-Series Signals (TSC) to 2D images and use these as inputs in deep

CNN classi�er using the UCR archive dataset [17].
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CHAPTER 1. INTRODUCTION 20

Author Year Application 2D Technique Model Accuracy

Paschalis
Bizopoulos

2019 Epilepsy S2Is ResNet-152 74.10%

Md Junayed
Hasan

2020 Different sleep
stages

PSD ResNet 85 ± 2.8 %

Yunyuan Gao 2020 Epilepsy PSD ResNet-152 95 %

Ahmad Shal-
baf

2020 Schizophrenia CWT ResNet-18 97.60 ± 1.29 %

Feng Duan 2020 Alzheimer LOFC ResNet-18 98.33 %

Shaoqiang
Wang

2020 Epilepsy - ResNeXt-50 91.50 %

Qiren Chen 2020 Obstructive
Sleep Apnea

PSD Mr-ResNeXt 94.23 %

1

Table 1.2: Previous work in the classi�cation of EEG signals using ResNet-ResNeXt

model.

In the use of the ResNeXt model, for the classi�cation of EEG signals, there are

several works, for example for the classi�cation of epilepsy [18], where consistent re-

sults have been obtained. In this work, the EEG signals are used as training input

in the model, leaving aside the techniques to convert them into 2D images, showing

good results since it mentions that by applying this technique, it achieves a correct

classi�cation with 91.50% accuracy. On the other hand, work carried out by [19] the

Mr-ResNeXt model was implemented to address the problem of detecting Obstructive

Sleep Apnea (OSA), which he mentions is one of the most frequent sleep problems, the

work makes use of the Spectrum to convert the Time Series to 2D images, resulting in

an accuracy of 91.91%
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CHAPTER 1. INTRODUCTION 21

1.2 Hypothesis.

It is feasible to implement models of the Arti�cial Intelligence for the classi�cation of

EEG signals in ADHD subjects using the di�erent features.

1.3 Objectives.

� Acquire dataset of subjects diagnosed with ADHD.

� Pre-process data.

� Select models of Arti�cial Intelligence.

� Train-Evaluate and Test Model.

� Compare with existing works the feasibility of the present contribution.
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CHAPTER 2

Pre-processing

2.1 Proposed Methodology.

The �gure shows a �ow diagram of the methodology implemented in this work. Each of

the stages will be addressed in greater depth in the present document, a deeper descrip-

tion of the implemented database is made, then the steps applied for a pre-processing,

the methodology implemented to convert Time Series to 2D images, the Deep Learning

models, train validation and test of these models.

The second methodology proposes a di�erent approach, like the �rst methodology,

the signals are �ltered, the β band is extracted, only 5 channels are used (C3, C4, Cz,

Fz, Pz), the Absolute Power feature is extracted, in addition to the Standard Deviation

, Variance, Entropy and Relative Power, this generates a data set that is used to train

22
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CHAPTER 2. PRE-PROCESSING 23

the Logistic Regression and Maximum Likelihood models.

Start

Dataset

Filtering and β band extraction

Feature extraction: Absolute Power

Genetic Algorithm: Attribute selection

EEG signals to 2D Images

Continous Wavelet Transform

Models Training.

ResNet-152 ResNext-101 GoogLeNet

Validation

No

Consistent Result

End

1Figure 2.1: Proposed Methodology.
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Start

Dataset

Filtering and β band extraction

Features extraction: Standard Deviation, Variance,

Entropy, Absolute Power, Relative Power

Models Training.

Logistic Regression Maximum Likelihood
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1Figure 2.2: Proposed Methodology 2.Dire
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2.2 Dataset.

In this work, the data set used is a set of EEG signals, these time series are made up

of 60 people diagnosed with ADHD ( 9.62 ± 1.75 years) and 60 healthy control people

( 9.85 ± 1.77 years),[11] , correspond to 19 channels based on the 10-20 standard (Fz,

Cz, Pz, C3, T3, C4, T4, Fp1, Fp2, F3, F4, F7, F8, P3, P4, T5, T6, O1, O2), with two

reference electrodes A1, A2 placed on the earlobes [20].

2.3 Filtering.

Filtering can be done using EEGLAB in Matlab, for example, removing non-physiological

artifacts, physiological artifacts, among others.

It is necessary to add certain characteristics such as Sampling rate, in this case the

128Hz rate, in addition to adding the location of the respective channels, in order to

have a clearer representation of the data.

One of the non-physiological artifacts may include a 1-60 Hz �lter to remove the

embedded noise buried in the signal fabricated by the power supply as show on �gure

2.3
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a)a) a)b)

Figure 2.3: a) Un�ltered original signals. b) Signals after applying the 1-60 Hz �lter.

The �gure 2.4, shows the parts that are removed by excess noise.

  

a)a) a)b)

Figure 2.4: a) Signals selected for be removed. b) Signals after selected parts removed.Dire
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2.4 EEG signals

The EEG signals can be decomposed into di�erent frequency bands; δ (0.5-4Hz), θ (4-

8Hz), α (8-13), and β (13-30), to obtain their respective band power �lter by bandpass

�lters [21]. These features were obtained from the Fz, Pz, Cz, C3, and C4 channels, in

addition statistical features such as standard deviation, variation and mean [1].

In statistics it is known that the measure of the variability of a set of numbers is

the standard deviation, and is given by the equation:

σ =

√√√√ 1

N

N∑
i=1

(xi − µ)2 (2.1)

Where N is the number of elements in the data set xi the element at index i and µ

the mean given by

µ =
1

N

N∑
i=1

xi (2.2)

We know that the variance is the square of the standard deviation and is given by

the equation:

σ2 =
1

N

N∑
i=1

(xi − µ)2 (2.3)

The �gure 2.5 shows two di�erent signals from the same channel (Fz) from two

di�erent subjects, one from ADHD and the other from Control, we can observe a dif-

ference in the standard deviation between them.
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(a

(b

Figure 2.5: a) Signal of the Fz channel of the data set 109 Control b) Signal of the Fz

channel of the data set v27 ADHD.

2.4.1 Power Spectral Entropy

The spectral complexity can be quantify by power spectral entropy that is a information

entropy of an uncertain system, assume a set of signals X, the value of X is [22]

X = {x1, x2, ..., xn} (2.4)

The corresponding probability is

P = p1, p2, ..., pn0 ≤ pi ≤ 1, i = 1, 2, ..., n (2.5)

Under consideration

n∑
i=1

pi = 1 (2.6)

The information entropy of the system is given by

H = −
n∑
i=1

pilnpi (2.7)
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2.4.2 Average Power.

The average power in y(n) is

E{|y(n)2|} = yy(0) =
1

2π

∫ π

−π
Py(e

jw)dw (2.8)

then we have

E{|y(n)2|} ≈ 4w
2π

Px(e
jw0) (2.9)

then, Px(e
jw) may be viewed as a density function that describes how the power in

x(n) varies with w [23].

2.4.3 Relative Power.

The relative power of its respective band given band / sum of power from 12 to 30 Hz

is calculated by:

RP (f1, f2) =
P (f1, f2)

P (12, 30)
100% (2.10)

where P (.) indicates power, RP (.) relative power, and f1, f2 indicate low and high

frequency respectively [24].

2.4.4 Normalize data.

The max-min normalization is given by:

Xscaled =
x−min(x)

max(x)−min(x)
(2.11)Dire
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2.4.5 Data distribution.

In the �gure 2.6, the distribution of the characteristics extracted from the EEG signals

is observed, these belong to the two di�erent groups are ADHD and Control.

a) b)

d)c)

e)

Figure 2.6: a) Density distribution of Standard Deviation . b) Density distribution

of Variance . c) Density distribution of Entropy. d) Density distribution of Absolute

Power . e) Density distribution of Relative Power.
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2.5 Genetic Algorithm

The use of genetic algorithms has been successfully applied to solve di�erent combina-

torial problems, where it is investigated to �nd an approximation to the best solution

[25] [26]. This research has implemented a GA to �nd the characteristics that generate

the best performance in the classi�cation algorithm. The implemented chromosomes

consist of ADHD and Control characteristics, through the components of this algorithm

such as an Initial Population, followed by a Random Selection, Crossover and Genetic

Competition as an Elitism technique to ensure the best cromosomes are selected, ob-

taining a new generation of better solutions and �nally repeating this process a given

number of iterations in order to obtain an approximation to the possible best solutions.

A combinatorial optimization problem can be solved by making an approximation with

a genetic algorithm, in this work a simple algorithm is proposed.

The problem is to �nd x1 and x2 such that we maximize the function f(x) given by.

f(x) = x1 − x2 (2.12)

where x1 is the features of Control subjects and x2 the features of ADHD subjects.

2.5.1 Initial Population.

The possible number of solutions it's given by

Ps =
1

Na

n∑
i=1

x1i (2.13)

Where Na is the numbers of Control attributes per Chromosome, subsequently a

Chromosome can be described as seen on equation 2.14
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F = [a1, a2, a3, a4, b1, b2, b3, b4] Where ai ∈ x1 and bj ∈ x2 (2.14)

2.5.2 Cross Over.

The cross over technique consist in for the two principal chromosomes, create all pos-

sible combinations, evaluate it and select the two best without repeated values.

F1 = [a1, a2, a3, a4, b1, b2, b3, b4]

F2 = [a5, a6, a7, a8, b5, b6, b7, b8]

S1 = [a1, a2, a3, a4, a5, a6, a7, a8]

S2 = [b1, b2, b3, b4, b5, b6, b7, b8]

After this, is necessary take S1 , S2 and evaluate it then back a sort chromosome

in decedent order, the �rst 4 of S1 will be the best and the other 4 the worst, and

oppositive S2 the �rst will be the worst and the last the best, �nally we take the best

of them by selecting B1, B2.

2.6 Continuous Wavelet Transformation.

If x(t) is a EEG signal, t, then its CWT is de�ned as [27] :

C(a, b) =
1√
a

∫ ∞
−∞

x(t)Ψ∗
t− b
a

dt (2.15)Dire
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Algorithm 1: Genetic Algorithm.

input : Data set.

output: Best attributes.

1 X2← {};

2 X ← InitialPopulation;

3 l← length(InitialPopulation);

4 Generations← 100;

5 for j → Generations do

6 for i→ l do

7 F1, F2 ← Selection(X);

8 S1, S2 ← CrossOver(F1, F2);

9 B1, B2 ← Competition(F1, F2, S1, S2);

10 Xj ← B1, B2;

11 end

12 X ← X2;

13 end

14 best_attributes← X;
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where a, b ∈ R, a 6= 0, and R is the set of real numbers, a is the dilation param-

eter called 'scale' and b is the location parameter of the wavelet, Ψ(t) is the wavelet

function called the "mother wavelet", superscript "*" denotes the complex conjugate

of the function, and 1√
a
is used to normalize the energy such stays at the same level for

di�erent values of a and b.

Complex-valued wavelet Morlet function is de�ned by:

Ψ(t) = π−
1
4 eiwte−

t2

2 (2.16)

Where Ψ(t) is the wavelet function that depends on a non dimensional time param-

eter t and i denotes the imaginary unit. this wavelet function forms two exponential

functions modulating a Gaussian envelope of unit width, where the parameter w0 is the

non-dimensional frequency parameter.

The �gure 2.7 shows the Power Spectrum of the Control and ADHD subject v109,

speci�cally of the Fz channel.
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Figure 2.7: a) CWT Power Spectrum Control. b) CWT Power Spectrum for ADHD

patients.
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Models

3.1 Deep Learning Models

The models implemented in this research are three: ResNet-152, ResNeXet-101, and

GoogLeNet, these share certain characteristics, such as the execution environment, in

this case, Google Collaboratory that o�ers a GPU (K80s, T4s, P4s, and P100s), They

are all pre-trained models in Pytorch, they also share values such as learning rate =

0.001, batch size = 4, SGD Optimizer.

3.1.1 Pretrained networks.

PyTorch o�ers the most relevant pre-trained models, these models are pre-trained with

the ImagenNet-12 dataset [28], this dataset is a very large one, approximately 14 mil-

lion images maintained by Stanford University. (http://imagenet.stanford.edu).

36
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3.2 Residual Network 152 (ResNet-152).

This is a model of 152 layers of deep [29], introduce the deep residual nets that is

easier to optimize, this model won the �rst place on the ILSVRC 2015 classi�cation

task, has 11.3 billion Floating point operations per second (FLOPs), the �gure 3.1, is

a representation of the ResNet-152 architecture.
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152 – layer residual 

7x7 conv, 64, /2

Pool, /2
1x1 conv, 64

3x3 conv, 64

1x1 conv, 256

Avg pool

 fc 1000

x3

1x1 conv, 128

3x3 conv, 128

1x1 conv, 512

x8

1x1 conv, 256

3x3 conv, 256

1x1 conv, 1024

x36

1x1 conv, 512

3x3 conv, 512

1x1 conv, 2048

x3

Figure 3.1: Topology ResNet-152 [29].

3.2.1 Residual learning.

It is necessary to consider H(x) as the underlying mapping [29], of a set of blocks, if x

denotes the inputs of the �rst layers, an approximation of the residual function can be

made by

H(x)− x (3.1)
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This assuming that the inputs and outputs are of the same dimension. So instead

of the stacked layers approaching H(x), they can be allowed to approach a residual

function.

F (x) := H(x)− x (3.2)

The original function is:

F (x) + x (3.3)

weight layer

weight layer

    X  
identity

    X  

    F(X)  
      
relu

+    F(X) +X  
      
relu

Figure 3.2: Residual learning: a building block [29].

3.3 ResNeXt-101(101_32x8d).

This model has 101 deep layers [30] and exposes a new strategy of dimension that is

called �cardinality�, which describes the size of the set of transformations, which is anDire
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important factor in the dimension of depth and width, this proposes that the increas-

ing cardinality is more e�ective than going deeper or wider, this model won the second

place in ILSVRC 2016 classi�cation task.

A family of Inception models that achieve convincing accuracy with low theoreti-

cal complexity is presented [31] [32] [33]. These models have an important common

property called split-transform-marge strategy. In this model, the input is divided into

fewer lower-dimension embeddings by 1x1 convolutions and transformed by a set of

functional �lters 3x3, 5x5 and so on, united by concatenation.

The VGG-nets [34] propose stock building blocks for deep networks all in the same

shape and ResNet [29] stock modules of the same topology. The ResNeXt architecture

adopts VGG/ResNets strategies.

Figure 3.3, shows a great similarity with the �gure 3.1, except for some di�erences.

For instance, C = 32, this means, cardinality = 32, this can be seen in greater detail

in the �gure 3.4, in addition to showing a di�erence in the input and output channels,

these being greater than those of the ResNet-152 and the di�erence in depth that one

has 152 layers whilst the ResNeXt-101.

Dire
cc

ión
 G

en
era

l d
e B

ibl
iot

ec
as

 U
AQ



CHAPTER 3. MODELS 41

101 – layer residual 

7x7 conv, 64, /2

Pool, /2
1x1 conv, 256

3x3 conv, 256

1x1 conv, 256

Avg pool

 fc 1000

x3

1x1 conv, 512

3x3 conv, 512

1x1 conv, 512

x4

1x1 conv, 1024

3x3 conv, 1024

1x1 conv, 1024

x23

1x1 conv, 2048

3x3 conv, 2048

1x1 conv, 2048

x3

C = 32

C = 32

C = 32

C = 32

Figure 3.3: Topology ResNeXt-101 [30].

3.3.1 Inception model

As mentioned above, cardinality = 32, means that we have a parallel distribution of 32

paths as seen in �gure 3.4 section c), we also observe that the number of channels is 8,

as its name mentions (ResNeXt101 (101_32x8d) ) is a multiplication of 8x32 = 256.Dire
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1x1 conv, 64

3x3 conv, 64

1x1 conv, 128

x3

1x1 conv, 8
3x3 conv, 8
1x1 conv, 8

1x1 conv, 8
3x3 conv, 8
1x1 conv, 8

Total 32 
paths
………..

1x1 conv, 8
3x3 conv, 8
1x1 conv, 8

++

++

x3

1x1 conv, 256

3x3 conv, 256

1x1 conv, 128

x3C = 32

a) b)

c)

Figure 3.4: a) Block from ResNet-152, b) Block from ResNeXt-101 c) Parallel ResNeXt-

101 [30].

3.4 GoogLeNet

The last model is the GoogLeNet [32] and is a pre-trained modle in Pytorch like the

ones seen in the last section with learning rate = 0.001, batch size = 32 , SGD opti-

mizer, in Google Colab that often include GPU Nvidia, K80s, T4s, P4s and P100s.

GoogLeNet is a 22 layers deep network, the complete architecture can be seen in

greater detail in [32] , but one of the characteristic features of this neural network is
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the use of Inception module like the one observed in the �gure 3.5.

Filter 
concatenation

1x1
convolutions

3x3 
convolutions

5x5 
convolutions

3x3 
Max pooling

Previous 
layer

Filter 
concatenation

1x1
convolutions

3x3 
convolutions

5x5 
convolutions

3x3 
Max pooling

Previous 
layer

3x3 
convolutions

5x5 
convolutions

3x3 
Max pooling

a) b)

Figure 3.5: a) Inception module, naive version , b) Inception module with dimension

reductions [32].

The architecture GoogleNet is composed of 9 di�erent inceptions modules, it also

shows us that certain datasets are a bit tricky, this is of great help when implementing

this model in our dataset as the power spectrum images, in some cases it is di�cult to

visually recognize the di�erence [32].
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DepthConcat

Conv
1x1+1(s)

Conv
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Conv
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Conv
1x1+1(s)

MaxPool 
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Conv
1x1+1(S)

Conv
1x1+1(s)

Maxpool
3x3+1(s)

LocalRespNorm

Conv 
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Conv 
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Input
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Conv
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Conv
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Figure 3.6: GoogLeNet Part1 [32].
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3.5 Model training, validation and testing.

In the table 3.1, the di�erent data sets are shown, which correspond to di�erent indi-

viduals, column 1 shows the name of the data set used, column 2 the corresponding

channel, and column 3 shows the section in which was implemented, this means train-

ing, validation or testing, the table, shows only data from people with ADHD.

It is important to mention that for this work three di�erent models are implemented,

the table shown below is used for all the models.
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Data Channel
v24pO.txt Pz
v34pO.txt C3
v29pO.txt Fz
v31pO.txt Fz
v34pO.txt C4
v10pO.txt Fz
v28pO.txt Pz
v21pO.txt Cz
v32pO.txt Cz
v25pO.txt Pz
v15pO.txt Fz
v21pO.txt Pz
v32pO.txt C3
v28pO.txt C4
v34pO.txt Cz
v10pO.txt Cz
v30pO.txt Pz
v25pO.txt Fz
v29pO.txt C3
v35pO.txt Cz
v34pO.txt Pz
v35pO.txt C4
v27pO.txt Pz
v25pO.txt C3
v30pO.txt C3
v21pO.txt C3
v19pO.txt C4
v27pO.txt C3
v15pO.txt C3
v19pO.txt Pz
v27pO.txt C4
v19pO.txt C3
v27pO.txt Cz
v15pO.txt Pz
v12pO.txt Fz
v19pO.txt Cz
v27pO.txt Fz
v34pO.txt Fz
v25pO.txt C4
v21pO.txt C4
v31pO.txt C3
v21pO.txt Fz

1
Table 3.1: Data sets used in the train, validation, and test of subjects diagnosed with

ADHD.

Similar to the table 3.1, the table 3.2 shows similar columns, the di�erence is that

the latter shows the data used from Control subjects.Dire
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Data Channel
v109pO.txt Fz, Pz
v111pO.txt Pz
v60pO.txt Fz, Pz
v42pO.txt Cz
v59pO.txt Pz
v60pO.txt C3, Pz
v55pO.txt Fz, Cz
v44pO.txt Fz, C4
v58pO.txt Pz
v44pO.txt Pz
v58pO.txt C4
v60pO.txt C4
v47pO.txt Fz
v60pO.txt Cz
v55pO.txt C3
v58pO.txt Fz
v58pO.txt Cz
v47pO.txt C4
v47pO.txt Cz
v58pO.txt C3
v47pO.txt C3
v59pO.txt Fz
v53pO.txt C4
v55pO.txt C4
v42pO.txt C3
v52pO.txt Cz
v47pO.txt Pz
v53pO.txt Fz
v52pO.txt Pz
v45pO.txt C4
v52pO.txt C4
v42pO.txt C4
v53pO.txt C3
v53pO.txt Cz
v109pO.txt C4
v42pO.txt Pz
v44pO.txt C3
v44pO.txt Cz
v109pO.txt Cz
v55pO.txt Pz
v111pO.txt Fz
v111pO.txt Cz
v111pO.txt C3

1
Table 3.2: Data set used in the training, validation, and test of Control subjects.

3.5.1 Error metrics.

The performance of the models was evaluated using the corresponding metrics [35];

Accuracy is the fraction of correct predictions, it is formally given by equation 3.12.Dire
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Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(3.4)

Precision is the fraction of relevant predictions between the retrieved predictions

given by equation 3.13.

Precision =
tp

tp+ fp
(3.5)

Recall (sensitivity) is the fraction of relevant predictions that were retrieved (equa-

tion 3.14).

Recall =
tp

tp+ fn
(3.6)

F1 is the harmonic mean of precision and recall (equation 3.15).

F1 = (2)
(Precision)(Recall)

Precision+Recall
(3.7)

and F2-score that is more used in the area of healthcare is given by:

F2 = (1 + 22)
PrecisionxRecall

(1 + 22)(Precision+Recall)
(3.8)

3.6 Logistic Regression.

The Logistic Regression model we use the logistic function that is given by the equation

[36].

p(X) =
eβ0+β1X

1 + eβ0+β1X
(3.9)Dire
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3.6.1 Multiple Logistic Regression.

In this work it is intended to make a binary classi�cation using multiple predictions,

taking this into account, then we can de�ne a multiple regression by the equation [36]

log(
p(X)

1− p(X)
) = β0 + β1X1 + .....+ βpXp (3.10)

where X = (X1, ...., Xp) are p predictors, then the last equation can be written as

p(X) =
eβ0+β1X1+....+βpXp

1 + eβ0+β1X1+....+βpXp
(3.11)

3.7 Maximum likelihood.

The approach to data analysis is based on the mean of the distribution represented in

equation 3.12, which is the standard form of the Gaussian distribution [37].

P (x) =
1√

2πσ2
e

(x−µ)2

2σ2 (3.12)

Where P (x) is the probability of occurrence of the variable n, σ is the standard

deviation σ2 is the variance, µ is the mean.

The method is based on the postulate that the values of the unknown parameters are

those that produce a maximum probability of observing the measured data. Assuming

the measurements are independent of each other, the quantity:

P =
N∏
i=1

P (xi) =
N∏
i=1

1√
2πσ2

e
(xi−µ

2)

2σ2 (3.13)

The equation 3.13 can also be expressed as follows:

L(µ, σ|xi, x2, ..., xn) = L(µ, σ|xi)x, ....xL(µ, σ|xn) (3.14)
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Substituting the equation 3.12 we obtain:

1√
2πσ2

e
(x−µ)2

2σ2 x, ....., x
1√

2πσ2
e

(x−µ)2

2σ2 (3.15)

Applying ln to the equation 3.14 and 3.15

ln(L(µ, σ|xi)x, ....xL(µ, σ|xn)) = ln[
1√

2πσ2
e

(x−µ)2

2σ2 x, ....., x
1√

2πσ2
e

(x−µ)2

2σ2 ] (3.16)

Once ln is applied, we can express the equation 3.16, as follows.

−1

2
ln(2π)− ln(σ)− (xi − µ)2

2σ2
(3.17)

then

−1

2
ln(2π)− ln(σ)− (xi − µ)2

2σ2
− ....− 1

2
ln(2π)− ln(σ)− (xi − µ)2

2σ2
(3.18)

simplifying we obtain.

−n
2
ln(2π)− nln(σ)− (x1 − µ)2

2σ2
− ....− (xn − µ)2

2σ2
(3.19)

To �nd the maximum Likelihood it is necessary to �nd its derivative where the slope

is zero.

− ∂

∂µ
ln[L(µ, σ|x1, ...., xn)] (3.20)

Then applying the derivative to the equation 3.20 we obtain:

1

σ2
[(x1+, ....,+xn)− nµ] (3.21)
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Now it is necessary to obtain the derivative of Likelihood with respect to sigma.

− ∂

∂σ
ln[L(µ, σ|x1, ...., xn)] (3.22)

Applying the derivative and simplifying we obtain.

n

σ
+

1

σ3
[(x1 − µ)+, ....,+(xn − µ)2] (3.23)

So knowing that the maximum Likelihood is when the slope is zero, we set the

equations 3.21, 3.23 equal:

0 =
1

σ2
[(x1+, ....,+xn)− nµ] (3.24)

0 =
n

σ
+

1

σ3
[(x1 − µ)+, ....,+(xn − µ)2] (3.25)

So by solving the equation, we have that the maximum Likelihood estimated by µ

is the mean of the data.

µ =
x1 + ...+ xn

n
(3.26)

Solving for the equation, we have the maximum Likelihood estimate given by σ is

the standard derivation of the data.

σ =
√

(
(x1 − µ)2 + ...+ (xn − µ)2

n
) (3.27)
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Algorithm 2: Maximum Likelihood.

input : train-test Data

output: probability of occurrence

1 maxlikehood← function(train, test){

2 xi ← train

3 yi ← test

4 n← length(x)

5 µ← 1
n

∑n
i=1 xi

6 σ ←
√∑n

i=1(xi −m)/n

7 p(yi)← 1√
2πσ2

e
yi−µ

2

2σ2

8 }

9 prob_oc← maxlikelihood(train, test)
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CHAPTER 4

Results

4.1 Results ResNet-152

The �rst model to be trained, evaluated and tested, is the ResNet-152 model, in the

table 4.1, the values obtained by di�erent types of tests, both Control and ADHD, are

observed.

53
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Test Label tp fp tn fn
test ADHD 17 1 − −
test1 ADHD 6 1 − −
test2 ADHD 4 1 − −
test3 ADHD 8 3 − −
test4 ADHD 15 0 − −
test Control − − 9 0
test1 Control − − 12 1
test2 Control − − 8 4
test3 Control − − 9 0
test4 Control − − 9 4

1

Table 4.1: Results of test ResNet-152

The �gure 4.1 shows the confusion matrix of the results obtained, which can be seen

in the table 4.1, in this way it is clearer to have a visualization of the results.

Figure 4.1: Confusion Matrix of ResNet-152
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4.2 Results ResNeXt-101

The second model to be tested is the ResNeXt-101 model, the same as the �rst model,

the results are shown in a table, in this case, the table 4.2.

Test Label tp fp tn fn
test ADHD 13 5 − −
test1 ADHD 6 1 − −
test2 ADHD 5 0 − −
test3 ADHD 7 4 − −
test4 ADHD 9 6 − −
test Control − − 9 0
test1 Control − − 12 1
test2 Control − − 11 1
test3 Control − − 9 0
test4 Control − − 13 0

1

Table 4.2: Results of test ResNeXt-101

We can see in �gure 4.2, the confusion matrix of the data exposed in the table 4.2.

Figure 4.2: Confusion Matrix of ResNeXt-101
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4.3 Results GoogLeNet

The last model is GoogLeNet, following the same procedures we can observe the results

obtained in the table 4.3.

Test Label tp fp tn fn
test ADHD 15 3 − −
test1 ADHD 7 0 − −
test2 ADHD 5 0 − −
test3 ADHD 7 4 − −
test4 ADHD 12 3 − −
test Control − − 9 0
test1 Control − − 12 1
test2 Control − − 8 4
test3 Control − − 9 0
test4 Control − − 12 1

1

Table 4.3: Results of test GoogLeNet

The �gure 4.3 shows the confusion matrix of the results obtained in this last test.

Figure 4.3: Confusion Matrix of GoogLeNet
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The �gure 4.4 shows the di�erent graphs during the training and validation of the

three proposed models, we observe in section a) the accuracy by epoch during training,

b) it shows the same but in the validation stage, c) is the loss by epoch during training

and d) during validation.

a) b)

d)c)

Figure 4.4: a) Train Accuracy of ResNeXt-101, ResNet-152 and GoogLeNet.

b)Validation Accuracy of ResNeXt-101, ResNet-152 and GoogLeNet. c) Train Loss

of ResNeXt-101, ResNet-152 and GoogLeNet d)Validation Loss ResNeXt-101, ResNet-

152 and GoogLeNet.
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The models were evaluated with the error metrics technique that was mentioned

earlier. The results obtained by this, are observed in the table 4.4, the results are

shown by model.

       

Table 4.4: Error metrics ResNet-152, ResNeXt-101 and GoogLeNet.

4.4 Results Logistic Regression.

In the implementation of the Logistic Regression algorithm, the database containing

the measures of standard deviation, variation, entropy, absolute power, relative power

was used, in the table 4.5, di�erent values of these characteristics are observed, among

these, we have p-value, which mentions that entropy is the measure with the highest

statistical signi�cance.
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Figure 4.5: Output values of Logistic Regression algorithm.

In the �gure 4.6, the prediction relationship concerning entropy is observed

Figure 4.6: Predicted relationship of entropy.

The model implemented in this research was validated with the metrics mentioned

above, using a 70-30 method (this is 70% of the randome data is used for training and

the remaining 30% is used for validation). The algorithm was run a certain number of

times and the best result is the which is presented in table 4.5.
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Table 4.5: Error metrics Logistic Regression.

In �gure 4.7, the results obtained are observed, we can observe a comparison between

false negatives, false positives, true negatives, and true positives, between the real class

and the prediction.

Figure 4.7: Confusion Matrix of Logistic Regression.

In the �gure 4.8 we can see the ROC curve resulting from our model, the sensitivity

of the model is observed on the y-axis and the speci�city on the x-axis.
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Figure 4.8: ROC curve Logistic Regression.

4.5 Results Maximum Likelihood.

The results obtained with the Maximum Likelihood model are observed in the table

4.9, where it was evaluated with the metrics described in previous sections.

Model Precision Recall F-score Accuracy

Maximum Likeli-
hood

0.8230 0.9190 0.8680 0.8440

1

Figure 4.9: Error metrics Maximum Likelihood.

In the �gure 4.10, the confusion matrix of the di�erent values obtained by the

Maximum Likelihood model is observed.
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Figure 4.10: Confusion Matrix of Maximum Likelihood.

In the �gure 4.11 the comparison of the di�erent metrics used as evaluation methods

for the two models implemented in this research work is observed, in the x-axis, two

groups, which are: 0 and 1, where 0 belongs to the Maximum Likelihood model and 1

belongs to the Logistic Regression model, a trend of higher values are observed in the

Maximum Likelihood model.
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a) b)

c) d)

Figure 4.11: a) Accuracy of the Maximum Likelihood and Logistic Regression models.

b) Precision of the Maximum Likelihood and Logistic Regression models. c) Recall

of the Maximum Likelihood and Logistic Regression models. d) F1 of the Maximum

Likelihood and Logistic Regression models.

4.6 Discussion of results.

In this work, three di�erent models of deep learning are proposed, in this case, ResNet-

152, ResNeXt-101, and GoogLeNet, each of these models have individual characteristics,

the network with greater depth is ResNet-152, as its name indicates. It is composed

of 152 layers of deep, followed by ResNeXt-101 with 101 layers of deep and �nally

GoogLeNet with only 22 layers of deep, the �rst model obtains excellent results for the

deep of its architecture, while the second proposes a lower depth but compensated for

parallelism and the third one that has the least amount of layers, but the strength of

this model lies in the use of the Inception module.
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We observe in the table 4.4 that the results obtained by these three models are very

similar, so we can reiterate that the depth of the �rst one is compensated by parallelism

in the second and third by the use of the Inception module.

In the �gure 4.4 we observe the performance of the di�erent models, even though

the performance of the three is very similar, we can observe a greater speed in the

performance of the ResNeXt-101 model, followed by the ResNet-152 model, and �nally

GoogLeNet.

Taking into account these assertions we can see that the model with the highest

accuracy is ResNet-152 followed by the GoogLeNet model and �nally the ResNeXt-101

model, giving a comparison between accuracy and computational cost.

The results obtained between the models implemented in this research work have

similar values to each other where the greatest di�erence is found in the implemented

methodologies, which are separated into 2 di�erent ones, the �rst one implemented for

the Deep Learning models (ResNet-152, ResNeXt-101, and GoogLeNet) and the second

one implemented for the Maximum Likelihood and Logistic Regression models. Both

methodologies are the same up to the point of extraction of the β band, but it is ob-

served that for the Deep Learning methodology only the feature of Absolute Power is

obtained, then it is necessary to extract the most relative attributes through GA, once

these attributes have been obtained, it is necessary to convert them to images using

the CWT technique in order to use these images as input for training, validation and

testing of the three models. The second methodology makes use of a greater number of

features which are; Standard Deviation, Variance, Entropy, Absolute Power and Rela-

tive Power, these are the characteristics that are used as training and testing for the
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Maximum Likelihood and Logistic Regression models.

The table 4.6 shows the results obtained and the characteristics implemented for

each model, we can see that the results obtained have a certain similarity with each

other.

Model Measures Precision Recall F1 Accuracy

ResNet-152 Absolute β band Power 0.8928 0.8475 0.8695 0.8660

ResNeXt-101 Absolute β band Power 0.7142 0.9523 0.8162 0.8392

GoogLeNet Absolute β band Power 0.8214 0.8846 0.8518 0.8574

Regression Lo-
gistic

Absolute Power, Relative
Power, Entropy, Standard
Deviation and Variance of β
band

0.7169 0.7755 0.7450 0.8030

Maximum
Likelihood

Absolute Power, Relative
Power, Entropy, Standard
Deviation and Variance of β
band

0.8230 0.9190 0.8680 0.8440

1

Table 4.6: Error metrics and measures.

The extraction of a greater amount of features means a greater amount of infor-

mation, this allows the implementation of the Maximum Likelihood model, which in

comparison with the three Deep Learning models, can be considered a model of less

complexity and faster execution. Not only does the methodology implemented in the

Maximum Likelihood model make use of a greater amount of information, but also

during the process a lower loss of it is obtained, in the other hand, the methodology

implemented in the Deep Learning models a loss of relevant information is observed,

both in the section for a selection of attributes by the GA and in the conversion to 2D

images by the CWT technique.Dire
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In the �gure 2.6, the distribution of the di�erent features obtained from the EEG

signals of the ADHD and Control groups is observed, it is showed that the groups share

a considerable number of values, but there is also a di�erence between both groups, each

unique value has a greater probability of occurrence in one group than in the other, it is

the principle that the Maximum Likelihood model is based on. Each value that is used

as a test was evaluated by the model Maximum Likelihood in the �ve di�erent features.

In each feature makes a decision depending on the probability of occurrence after the

mode of the �ve decisions is obtained and this is the �nal result of the evaluation.

4.7 Conclusion.

Taking into account the results and their discussion, we can conclude that the technique

of using inception models is one of the most e�ective ways to address this problem, that

is, according to the tests carried out, we observe that it is not the model with greater

accuracy, nor is it the least accurate, also in learning performance it shows an inter-

mediate place, and it is the one that takes the least time in execution, analyzing the

last and most important point which is the enormous di�erence that exists between the

number of deep layers and parallel layers, it shows better performance.

As observed throughout this research work, a greater number of features are con-

verted into a greater amount of information, which are: the Standard Deviation, the

Variance, the Entropy, the Absolute Power and the Relative Power which provide suf-

�cient information to be able to make a classi�cation between the groups of ADHD

and Control. In this research work complex models such as Deep Learning and not

as complex as Maximum Likelihood are observed, but if the problem is analyzed and

the results obtained, there is no high relationship between complexity and results, that
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is, it is necessary to know the problem and search for the best way to approach it,

this research work concludes that, between the two methodologies proposed for the

classi�cation of people with ADHD and Control, the methodology implemented in the

Maximum Likelihood model is more e�cient, due to the fact that the features provide

su�cient information to achieve classi�cation with high accuracy.

4.8 Future work

Although some authors mention that the use of Principal Components Analysis (PCA)

and Independent Component Analysis (ICA) are meaningful to solve this problem, it

may be noteworthy to explore these techniques looking for new solutions.
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